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Abstract - The dynamic state estimation is an important issue 

in the management and control of micro grids (µGs), since given 

the existence of distributed energy resources and time-varying, 

non-linear loads. In this paper, dynamic harmonic state 

estimation (DHSE) is used to evaluate the distortions of the 

voltage and current waveforms caused by the presence of 

time-varying, non-linear loads in hybrid AC/DC µGs. A hybrid 

µG includes controllable and non-controllable loads, linear and 

non-linear loads, dispatchable and non-dispatchable dispersed 

generation units (such as a photovoltaic system and a gas 

micro-turbine) and energy storage systems. DHSE requires that 

voltage and current measurements be taken in correspondence 

with particular buses and lines of the system, which must be 

selected appropriately to guarantee that the system is observable. 

In this paper, we selected two techniques from the relevant 

literature for the optimal placement of the measurement units, 

and they were used for the DHSE with a Kalman filter (KF) on 

the hybrid AC/DC µG. The first method was based on the 

application of integer linear programming, and the second 

method was based on the minimum condition number of the 

measurement matrix. This paper reports the theoretical aspects 

of the methods that were used, and it is a companion paper to the 

Part II paper in which the results of the numerical experiments 

are presented. 

Keywords - Optimal measurement placement, dynamic 

harmonic state estimation, Kalman filter, micro grid, power 

quality 

I. INTRODUCTION 

To date, the structure and management of power 

distribution systems have been modified and improved 

significantly due to the development of the new concepts of 

smart grids (SGs) and micro grids (µGs). The increasing level 

of penetration of distributed generation, storage systems, and 

controllable loads is the main cause of these changes; the 

management of these new systems is guaranteed by the use of 

information and communication technologies [1-5]. In 

particular, µGs can be classified as either AC or DC µGs based 

on the supply voltage [2-4]. AC µGs utilize the existing AC 

grid technologies, but DC µGs can be used to connect the 

distributed generation sources that generate DC power. To 

gain the advantages of both types of grids, hybrid AC/DC µGs 

have been proposed and developed recently, especially in 

industrial contexts in which dispatchable and renewable 

generation units, storage systems and controllable loads 

actively contribute to the operation of the electrical system [5]. 

The hybrid AC/DC µGs are the main focus of this paper. 

The optimal operation of hybrid µGs requires careful 

consideration of both the technical and economic aspects of 

such systems, i.e., they must simultaneously satisfy increasing 

needs in terms of required power quality (PQ) and minimize 

costs. Optimal management usually is achieved by using a 

centralized control system (CCS) that operates based on 

estimates of the state of the system.   

The estimates of the state of the system are used as input 

data for different tasks; for example, in [6], the estimates were 

used to compensate accurately for the harmonic disturbances, 

while, in [7], they were used for the real-time control of active 

and reactive power. In this paper, we dealt with the dynamic 

harmonic state estimation (DHSE) with the aim of estimating 
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the time-varying distortions of waveforms in the hybrid µG 

due to the presence of non-linear loads. 

DHSE has been investigated extensively in the relevant 

literature, but the investigations have been focused mainly on 

AC networks  [6, 8-14]. 

Specifically, in [8], a comprehensive review of the existing 

techniques was presented, specially focusing on neural 

network methods, which require long processing times. In [9, 

10] the weighted least-squares estimator was used to minimize 

the error between the estimates and the measurements of the 

variables. 

The Kalman filter (KF) was used in [6, 11, 12]. However, 

since the number of available measurements is usually smaller 

than the number of measurements required to determine the 

harmonic state of the network completely, the equation system 

that must be solved is usually underdetermined. Thus, it is 

essential to evaluate the observability of the system [13, 14]. 

It is well known that DHSE usually requires input data that 

consist of voltage and current measurements taken from 

opportunely selected buses and lines of the grid. The 

measurement units (MUs) fit for the purpose must fulfil 

specific requirements, especially in terms of sampling rates, 

synchronization of the measurements, and accuracy of the 

current and voltage transducers [15]. Phasor measurement 

units (PMUs), which have been studied extensively for 

high-voltage, AC transmission networks, seem to be among 

the most suitable devices for satisfying the aforesaid 

requisites. Their use in distribution networks is expected to 

increase significantly in the next few years due to the 

reductions of the manufacturing and installation costs that 

have resulted from technological improvements and the 

economies of scale [15, 16]. 

In the relevant literature, many techniques for the optimal 

allocation of MUs have been proposed for AC networks 

[17-26]. These techniques also can be used to collect the 

measurements required for the DHSE [27]. 

In [17-20], these techniques were classified on the basis of 

the algorithms that were used. The methods based on genetic 

algorithms are, substantially, adaptive heuristic research 

algorithms, that emulate natural evolution processes [21, 22]. 

These methods are very adaptive and robust, but they require 

long processing times; thus, they cannot be used when there 

are needs to reallocate MUs, which can arise when inevitable 

failures occur in obtaining measurements. In [23], particle 

swarm optimization was proposed for the placement of MUs. 

This method achieves the optimal placement of MUs, but it 

has the disadvantages of not accounting for the computational 

burden, not considering contingencies, and the lack of ease 

and versatility of implementation. In [24], an iterative 

procedure based on a binary research algorithm was proposed. 

This algorithm performs an exhaustive search by considering 

the possibility of faults in each line, but it is characterized by a 

heavy computational burden. In [25], a method was proposed 

based on the criteria of the minimum condition number of the 

measurement matrix. In [26], a fast, versatile technique was 

proposed based on integer linear programming (ILP); it solves 

a binary, linear programming problem to guarantee the 

observability of the system.  

In this paper, we propose to achieve DHSE on a hybrid 

AC/DC µG through a KF-based approach [6, 11, 28]. In this 

approach, time domain values of current and voltage 

measurements are required as inputs, and they are supplied by 

adequate MUs placed on the basis of the techniques proposed 

in [25, 26].  

 In the companion paper [29], numerical applications were 

performed on an AC/DC µG proposed for an actual industrial 

facility in southern Italy, and a comparison of the proposed 

approaches was developed on the basis of: (i) the number of 

measurements required to guarantee the observability of the 

system; (ii) the accuracy of the corresponding KF-based 

DHSE; and (iii) the computational burden. 

This paper is organized as follows. Section II describes the 

architecture and the components of the hybrid µG that was 

considered. In Section III, the proposed optimal methods for 

the placement of the MUs are presented, and in Section IV the 

KF-based approach for the DHSE is presented. Our 

conclusions are reported in Section V. 

II. THE HYBRID AC/DC MICRO GRID UNDER STUDY  

The general scheme of the hybrid AC/DC µG under study is 

shown in Fig. 1. The µG included linear and non-linear loads, 

dispatchable and non-dispatchable distributed generation 

units, and energy storage systems. A DC/AC static converter 

allowed the connection of the DC part of the µG (where 

non-dispatchable DC generators, sensitive loads, and energy 

storage systems are set) to the AC part of the µG (where 

dispatchable AC generators and linear/non-linear AC loads are 

set).  

 

Fig. 1, The hybrid AC/DC µG general scheme. 

Note that: 

- sensitive AC loads are connected to the DC side of the 

µG through DC/AC static converters;  

- DC generators are non-dispatchable photovoltaic 

systems that are connected to the DC grid through 

DC/DC static converters and equipped with a 

maximum power point tracker (MPPT) control system; 
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- the storage system is a battery that is connected to the 

DC grid through a DC/DC static converter;  

- the AC generators, which are dispatchable generation 

units, are gas micro-turbines that are connected to the 

AC grid through AC/AC static converters. 

The CCS in Fig. 1 performs the control strategy for the 

optimal operation of the entire system, and it operates on the 

basis of a dynamic estimation of the state of the system. The 

red arrows in Fig. 1 represent the measurements taken from 

the AC and DC sides of the µG. These measurements were 

selected on the basis of the optimal MUs placement 

techniques, reported in the following Section. 

III. PROPOSED OPTIMAL MUS PLACEMENT METHODS 

In this paper, we used the minimum condition number 

method (MCNM) and the integer linear programming method 

(ILPM) proposed for AC networks in [25] and [26], 

respectively, in the case of the hybrid µG shown in Fig. 1. For 

the grid that we were considering, these methods were 

considered to be among the best procedures in terms of 

flexibility and computing time. We assumed that each MU 

was a multi-channel device that could measure the bus voltage 

in the bus in which it was installed and measure all of the line 

currents linked to that bus. Also, we assumed the MUs could 

fulfil the aforesaid requirements in terms of sampling rates, 

synchronization of the measurements, and the accuracies of 

the current and voltage transducers. 

3.1. MINIMUM CONDITION NUMBER METHOD 

This method selects the minimum number of electrical 

variables that must be measured in order to guarantee the 

observability of the electrical system that is being assessed. It 

is based on the criterion of minimum condition number of the 

measurement matrix, which is obtained from the equation 

system that links the measurements to the unknown variables 

that must be estimated. 

The condition number of a matrix is defined starting from 

the knowledge of the singular values of the matrix. In fact, 

considering a generic matrix 𝑻 and indicating its conjugate 

transpose by 𝑻∗, the singular values of 𝑻 are the square roots 

of the eigenvalues of the matrix 𝑻∗𝑻. The condition number of 

a matrix is the ratio of the maximum singular value to the 

minimum singular value of the matrix.  

In the phasor domain, for each harmonic order ℎ, let 𝒁̅(ℎ) 

be the measurements vector, 𝑿̅(ℎ) be the unknown vector of 

state variables to be estimated, and 𝑬̅(ℎ) be the measurement 

errors vector; it is possible to define the measurement matrix 

𝑯̇(ℎ) from the mathematical model that links 𝒁̅(ℎ) and 𝑿̅(ℎ) 

as follows:  

𝒁̅(ℎ) = 𝑯̇(ℎ)𝑿̅(ℎ) + 𝑬̅(ℎ) (1)  

Once 𝑯̇(ℎ) is determined, first an iterative procedure can be 

applied to determine the variables that must be measured, and, 

then, the number of MUs to be placed can be minimized 

through an exhaustive procedure. 

It is well known that the measurement matrix 𝑯̇(ℎ) can be 

obtained from the relationships that link the bus voltages 

(which are the unknown variables to be estimated) to the load 

currents, line currents, or some other bus voltages (which can 

be measured). 

If we let 𝑁 be the number of buses, the relationship between 

the [𝑁x1] complex vector 𝑰̅𝑵(ℎ) of load currents at each bus 

and the [𝑁x1] complex vector 𝑽̅𝑵(ℎ) of bus voltages is given 

by: 

𝑰̅𝑵(ℎ) = 𝒀̇𝑵𝑵(ℎ)𝑽̅𝑵(ℎ) (2)  

where 𝒀̇𝑵𝑵(ℎ) is the [𝑁x𝑁] admittance matrix.  

    Obviously, the relationship between the complex vector 

𝑽̅𝑵(ℎ) of bus voltages and itself is given by: 

𝑽̅𝑵(ℎ) = 𝑰𝑵𝑵𝑽̅𝑵(ℎ) (3)  

where 𝑰𝑵𝑵 is the [𝑁x𝑁] identical matrix.  

    The relationship between the [𝐿x1] complex vector 𝑰̅𝑳(ℎ) 

of the line currents and the complex vector 𝑽̅𝑵(ℎ) of the bus 

voltages is given by: 

𝑰̅𝑳(ℎ) = 𝒀̇𝑳𝑵(ℎ)𝑽̅𝑵(ℎ) (4)  

where 𝒀̇𝑳𝑵(ℎ) is the [𝐿x𝑁] line-bus admittance matrix. 

In the most general case in which all load currents, all line 

currents, and all bus voltages can be measured, the 

measurement matrix 𝑯̇(ℎ)  in eq. (1) is given by the 

combination of the matrices 𝒀̇𝑵𝑵(ℎ), 𝑰𝑵𝑵, and 𝒀̇𝑳𝑵(ℎ) in eqs. 

(2), (3), and (4), respectively; the size of matrix 𝑯̇(ℎ)  is 

[𝑀x𝑁], where 𝑀 = 2𝑁 + 𝐿 is the maximum possible number 

of measurements. 

An iterative procedure can be used to determine the 

minimum number of variables to be measured. Starting from 

the full-measurement matrix, at the first iteration, each 

possible measurement is excluded by eliminating the 

corresponding row in the matrix, 𝑯̇(ℎ); then, the different 

condition number is calculated for each reduced matrix, i.e., 

𝑯̇𝟏(ℎ), 𝑯̇𝟐(ℎ),… , 𝑯̇𝑴(ℎ), obtained by respectively deleting 

row number 1,2, … ,𝑀 from 𝑯̇(ℎ). The matrix that presents 

the lower condition number (i.e., 𝑯̇𝒋(ℎ)) is chosen as the 

subject of the next iteration; each possible measurement is 

excluded by eliminating the corresponding row in the matrix 

𝑯̇𝒋(ℎ), the different condition number for each reduced matrix 

𝑯̇𝒋𝟏
(ℎ), 𝑯̇𝒋𝟐

(ℎ), … , 𝑯̇𝒋𝑴−𝟏
(ℎ) is calculated, and the matrix that 

has the lowest condition number is chosen again as the subject 

of the next iteration. The whole iterative process is stopped 

when the size of the selected matrix is [𝑁x𝑁]. 

After the variables that are to be measured have been 

determined, we must determine the minimum number of MUs 

that must be installed in order to obtain those measurements in 

the most economical way possible. In order to minimize the 

number of MUs, the best choice is to employ multi-channel 

devices and to select their positions by a heuristic procedure, 

as described below: 
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1. when the measurement of a bus voltage or a load current 

is determined to be necessary in the above depicted 

iterative procedure, the corresponding bus is called the 

“major bus;” all other buses are called “minor buses,” 

and a MU is placed in all of the major buses; 

2. if it is necessary to measure at least one of the line 

currents connected to a major bus, a channel of the MU 

placed in that major bus must be dedicated to measure 

that line current; 

3. then, a MU is placed in the minor bus connected to the 

highest number of lines in which currents must be 

measured; this bus no longer can be considered to be 

suitable for the placement of a MU; 

4. step 3 is repeated until none of the remaining minor buses 

is linked to a line in which current must be measured and 

is not yet measured by another MU. 

In [25], the aforesaid approach was applied for each 

harmonic order of interest. In this paper, since the considered 

MUs acquire waveform samples in the time domain, the 

iteration of the aforesaid procedure at each harmonic order 

appeared to be redundant. Therefore, supported by the 

experimental applications reported in the companion paper 

[29], we propose to apply the procedure to the measurement 

matrix evaluated only for one appropriately-selected harmonic 

order. 

3.2. INTEGER LINEAR PROGRAMMING METHOD 

The method based on Integer Linear Programming is a fast, 

versatile technique based on the solution algorithm of a 

programming problem in which an objective function of 

integer variables is minimized under linear constraints. In 

[26], this method was proposed for the state estimation at the 

fundamental component, while, in this paper, it was used to 

get reliable state estimation for all of the harmonics considered 

in the hybrid µG shown in Fig.1. 

The entire system is observable by allocating the right 

number of MUs in strategic buses. If there are 𝑁 buses in the 

AC side of the µG, the problem of the optimal allocation of 

MUs can be solved by the formulation of an optimization 

problem in integer variables. The objective function to be 

minimized is: 

𝑓𝑜𝑏𝑗 = ∑ 𝑤𝑖 ∙ 𝑏𝑖
𝑁
𝑖   (5)  

and the inequality constraints to be satisfied are: 

𝒇(𝒃) ≥ 𝟏̂  (6)  

where: 𝒃 = {𝑏1, 𝑏2, … , 𝑏𝑁} is a vector of decisional binary 

variables, with 𝑏𝑖 = 1 if a MU is placed in the 𝑖-th bus of the 

grid, otherwise 𝑏𝑖 = 0; 𝑤𝑖  is a weight factor, which can be 

related to the cost of the single MU installed at the 𝑖-th bus; 𝟏̂ 

is the unity vector; 𝒇(𝒃) is a vector function that is linked to 

the connectivity matrix of the system obtained from the 

non-oriented graph of the electrical circuit of the grid. The 𝑖-th 

component of this function expresses the observability of the 

𝑖-th bus voltage: it is different from zero if, based on the 

interpretation of the graph through logical operators, at least 

one MU is placed in the 𝑖-th bus and/or in its nearby, linked 

buses. 

The elements, 𝑆𝑘,𝑚, of the binary connectivity matrix 𝑺 are 

defined as follows: 

𝑆𝑘,𝑚 =

{
1                                                                  𝑖𝑓 𝑘 = 𝑚

1     𝑖𝑓 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑎𝑛𝑑 𝑡ℎ𝑒 𝑚𝑡ℎ 𝑏𝑢𝑠𝑒𝑠 𝑎𝑟𝑒 𝑙𝑖𝑛𝑘𝑒𝑑
0                                                                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  
(7)  

The connectivity matrix 𝑺  can be identified directly by 

inspection of the electrical circuit or through the analysis of 

the bus admittance matrix by transforming its values in binary 

values. The vector function 𝒇(𝒃) is obtained as: 

𝒇(𝒃) = 𝑺 𝒃  (8)  

where 𝑓𝑖 = 𝑆𝑖1𝑏1 + ⋯+ 𝑆𝑖𝑁𝑏𝑁  is constrained to be not less 

than unity, i.e., 𝑓𝑖 ≥ 1. Note that the operator “+” is intended 

as the logical operator “OR”, and the value “1” on the right of 

each inequality ensures that at least one of each variable that 

appears in the “sum” on the left is different from zero.  

Note that the ILP method is based only on the inspection of 

the topology of the grid, so the results obtained from the 

optimal MUs placement are still valid even if these devices 

provide measurements in the time domain. 

IV. DYNAMIC HARMONIC SYSTEM STATE 

ESTIMATION 

The DHSE procedure proposed in [6,11,28] for AC 

networks was applied to the case of the hybrid µG in Fig.1; 

this technique is based on the application of KF and considers 

the measurements provided by the MUs placed by applying 

both of the methods presented in Section III.  

Since the only non-linear elements of a µG are the static 

converters, a linearized model of the system can be performed 

by modelling the non-linear load as harmonic current 

injection. In this way, the state-space model can be expressed 

through a matrix equation. Let 𝒙 be the state vector, 𝒖 be the 

controllable input vector, 𝒅  be the non-controllable input 

vector, and 𝒚 be the output vector. In particular, for the AC 

side of the µG, 𝒙  consists of the inductor currents and 

capacitor voltages, 𝒖  consists of the controllable current 

injections, 𝒅  consists of the disturbance currents, and 𝒚 

consists of the busbar voltages. Then, the state-space model is: 

{
𝒙̇ = 𝑨𝒙 + 𝑩𝒖 + 𝑭𝒅

𝒚 = 𝑪𝒙                       
 (9)  

where 𝑨, 𝑩, 𝑭, and 𝑪 are matrices that can be obtained from 

the equivalent circuit of the µG. 

In this paper, the disturbances 𝒅 in eq. (9) were modelled by 

harmonic current injections, caused by the non-linear loads of 

the grid [12]. By this model, the ℎ -th current harmonic 

injected in the 𝑛-th bus can be expressed as follows: 

𝑑𝑛,ℎ(𝑡) = 𝐷𝑛,ℎ 𝑐𝑜𝑠(𝜔ℎ𝑡 + 𝜑𝑛,ℎ)  (10)  
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In order to express a dynamic disturbance model coherently 

with eq. (9), the following form can be stated for the ℎ-th 

current harmonic: 

𝒛̇̇𝑛,ℎ = [
𝑑̇𝑛,ℎ

𝑑̈𝑛,ℎ

] = [
0 1

−𝜔ℎ
2 0

] ∙ [
𝑑𝑛,ℎ

𝑑̇𝑛,ℎ
] = 𝑨𝑧ℎ

𝒛̇𝑛,ℎ  (11)  

where 𝒛̇𝑛,ℎ is the vector that includes the disturbance 𝑑𝑛,ℎ in 

(10) and its first derivative 𝑑̇𝑛,ℎ. 

Now, let 𝒉 = [𝑑1,1, … , 𝑑𝑁,1, … , 𝑑1,𝐻, … , 𝑑𝑁,𝐻] be the vector 

of the harmonic disturbances, 𝐻  be the number of the 

considered harmonics, and 𝑮 be the matrix defined as: 

𝑮 =

[
 
 
 
−𝜔1

2𝑰𝑵 𝟎𝑵 ⋯ 𝟎𝑵

𝟎𝑵 −𝜔2
2𝑰𝑵 ⋯ 𝟎𝑵

⋮ ⋮ ⋱ ⋮
𝟎𝑵 𝟎𝑵 ⋯ −𝜔𝐻

2 𝑰𝑵]
 
 
 
   (12)  

it results: 

𝒛̇̇ = [𝒉̇
𝒉̈
] = [

𝟎𝑴 𝑰𝑴

𝑮 𝟎𝑴
] ∙ [

𝒉
𝒉̇
] = 𝑨𝑧𝒛̇   (13)  

where 𝟎𝑵 , 𝟎𝑴 , 𝑰𝑵 , and 𝑰𝑴  are the null and identity square 

matrices of specified sizes, with 𝑀 = 𝐻 ∙ 𝑁.  

Eqs. (9) and (13), disturbance component vector 𝒉, and its 

derivative 𝒉̇ , together with the state variables 𝒙,  form the 

expanded state variables 𝝃  of the dynamic time-invariant 

system; therefore, it is: 

[
𝒙̇
𝒛̇̇
] = [

𝑨 𝑭𝒛̇

𝟎 𝑨𝒛̇
] ∙ [

𝒙
𝒛̇
] + [

𝑩
𝟎
] ∙ 𝒖   (14)  

where 𝑭𝒛̇ is the matrix that relates the derivative state vector 𝒙̇ 

to the vector 𝒛̇, and it is constituted by 𝐻 submatrices equal to 

the matrix 𝑭 and 𝐻 null submatrices 𝟎𝑭 having the same size 

of 𝑭, i.e., if 𝐻 = 3, 𝑭𝒛̇ = [𝑭 𝑭 𝑭 𝟎𝑭 𝟎𝑭 𝟎𝑭]. Eq. (14) can be 

expressed in a more compact form as: 

𝝃̇ = 𝑨 ̃ ∙ 𝝃 + 𝑩̃ ∙ 𝒖    (15)  

The relationship that links the expanded state variables 𝝃 to 

measurement vector 𝜻 is: 

𝜻 = 𝑪̃ ∙ 𝝃   (16)  

where 𝑪̃ is normally a sparse matrix in which the non-zero 

elements are unity and correspond to the variables of 𝝃 that 

must be measured. 

Now, let us assume that measurements are available for the 

dynamic state estimation at the generic time 𝑡𝑘 = 𝑡0 + 𝑘𝑇𝑠 , 

where 𝑇𝑠 is the sample time; the model of the system described 

by eqs. (15) and (16) can be formulated in discrete-time form, 

as follows: 

{
𝝃𝒌 = 𝑨̃𝒅 ∙ 𝝃𝒌−𝟏 + 𝑩̃𝒅 ∙ 𝒖𝒌−𝟏 + 𝒘𝒌−𝟏

𝜻𝒌 = 𝑪̃ ∙ 𝝃𝒌 + 𝒗𝒌−𝟏                               
 (17)  

where 𝝃𝒌 = 𝝃(𝑡 = 𝑡𝑘),  𝑨̃𝒅 = 𝑒𝑥 𝑝(𝑨 ̃𝑇𝑠) , and 𝒘𝒌, 𝒗𝒌 are 

process noise and measurement noise, usually assumed as 

independent, white noise, respectively, characterized by a 

Gaussian probability density function, and: 

𝑩̃𝒅 = 𝑨 ̃−1 ∙ [𝑒𝑥𝑝(𝑨 ̃𝑇𝑠)) − 𝑰] ∙ 𝑩̃    (18)  

 Starting from eq. (17), the recursive equations of KF can be 

expressed as: 

- two predictive time-update equations: 

𝝃̂𝒌|𝒌−𝟏 = 𝑨̃𝒅 ∙ 𝝃̂𝒌−𝟏|𝒌−𝟏 + 𝑩̃𝒅 ∙ 𝒖𝒌−𝟏   (19)  

𝑷𝒌|𝒌−𝟏 = 𝑨̃𝒅 ∙ 𝑷𝒌−𝟏|𝒌−𝟏 ∙ 𝑨̃𝒅
𝑻 + 𝑾 (20)  

- three corrective measurement-update equations: 

𝑲𝒌 = 𝑷𝒌|𝒌−𝟏 ∙ 𝑪̃𝑻 ∙ (𝑪̃ ∙ 𝑷𝒌|𝒌−𝟏 ∙ 𝑪̃𝑻 + 𝑽)−1 (21)  

𝝃̂𝒌|𝒌 = 𝝃̂𝒌|𝒌−𝟏 + 𝑲𝒌 ∙ (𝜻𝒌 − 𝑪̃ ∙ 𝝃̂𝒌|𝒌−𝟏) (22)  

𝑷𝒌|𝒌 = (𝑰 − 𝑲𝒌 ∙ 𝑪̃) ∙  𝑷𝒌|𝒌−𝟏 (23)  

where 𝑾  and 𝑽 are the process and measurement noise 

covariance matrices, respectively, 𝑲𝒌  is the Kalman gain, 

𝑷𝒌|𝒌 and 𝑷𝒌|𝒌−𝟏 are the covariance error matrix at time 𝑡𝑘 and 

the prediction of the same matrix at time 𝑡𝑘−1, respectively,  

and 𝝃̂𝒌|𝒌 and 𝝃̂𝒌|𝒌−𝟏 are the posterior and the prior estimation 

of the expanded state variables, respectively. 

Note that the process noise covariance matrix 𝑾 also takes 

into account the model’s uncertainties, thereby allowing the 

state estimation even if the knowledge of the grid parameters 

is not perfect. Therefore, this iterative algorithm provides an 

accurate monitoring of both disturbances and state variables.  

V. CONCLUSIONS 

The state of a hybrid AC/DC µG must be known in order to 

perform optimal control of the system. However, economic 

issues make it unreasonable to monitor all of the state 

variables, so it is important to provide tools for the DHSE of 

the µG even when some of the desired measurements are not 

available.  

According to this scenario, this paper provided of two 

methods for optimal placement of the MUs in hybrid AC/DC 

µGs, both of which have been used previously in AC 

networks. Specifically, these two methods are the minimum 

condition number method and the integer linear programming 

method. Then, the measurements collected by the MUs placed 

by both methods were used as inputs to the KF-based DHSE. 

Only the theoretical aspects of the problem are reported in 

this paper, but the corresponding numerical applications are 

provided in the companion paper [29]. The companion paper 

compares the two methods for the optimal placement of MUs 

in terms of: (i) number of required measurements to guarantee 

the observability of the system; (ii) accuracy of the 

corresponding KF-based DHSE; and (iii) computational 

burden.  
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Abstract – This is a companion paper to the Part I paper, in 

which the theoretical aspects of the optimal measurement units 

(MUs) placement for the dynamic harmonic state estimation 

(DHSE) on a hybrid AC/DC micro grid (µG) are analyzed. In 

particular, Part I dealt with two techniques, available in the 

relevant literature, for the optimal MUs placement; these 

techniques, based on the minimum condition number of the 

measurement matrix and on the integer linear programming, 

were properly used to obtain the measurements needed as inputs 

for the DHSE with a Kalman filter (KF). In this paper, numerical 

applications are presented, in order to compare the two methods 

in terms of: (i) number of required measurements to guarantee 

the observability of the system; (ii) the accuracy of the 

corresponding KF-based DHSE; (iii) computational burden. The 

numerical experiments were performed on a hybrid AC/DC µG 

proposed for an actual industrial facility in southern Italy. 

Keywords - Optimal measurement placement, dynamic 

harmonic state estimation, Kalman filter, micro grid, power 

quality. 

I. INTRODUCTION 

In the context of modern smart grids (SGs) and micro grids 

(µGs), the dynamic state estimation (DSE) is a concerning 

issue, since it was proved that it is a fundamental step for the 

optimal operation of the system [1-3]. The estimates of the 

state of the system are used as input data for different tasks; for 

example, to satisfy increasing needs in terms of required 

Power Quality (PQ) in the considered grid [4-5]. The PQ 

problem solution is of great interest in SGs and µGs, since 

specific PQ requirements must be verified for sensitive loads.  

The aim of the companion paper [6] was to propose a 

method for the dynamic harmonic state estimation (DHSE) on 

a hybrid AC/DC µG, using a limited number of measurements 

as input data, in order to guarantee affordable installation and 

maintenance costs. The DHSE was performed through one of 

the most common methods proposed in the relevant literature 

[7]. In particular, the method proposed in [4], based on the 

Kalman filter (KF), was used. 

In the companion paper [6] the measurements were properly 

selected using two techniques for the optimal measurement 

units (MUs) placement, available in literature [8-11]. Both 

techniques guarantee the observability of the system, and 

select the minimum number of MUs on the basis of the 

minimum condition number of the measurement matrix and on 

the basis of the integer linear programming approach, 

respectively. In this paper, numerical applications of the 

aforesaid placement methods were performed on an hybrid 

AC/DC µG proposed for an actual industrial facility in 

southern Italy. First, a comparison between the two optimal 

MUs placement methods was performed on the basis of the 

number of required measurements and of the computational 

burden. Then, the selected measurements were used as input 

data for the KF-based DHSE, and a further comparison was 

performed in terms of estimates accuracy. The DHSE results 

were compared also with the results of a limit case in which all 

of the measurements were assumed to be available. 

The remainder of this paper is organized as follows. In 

Section II a brief description of the hybrid AC/DC µG is 

provided. In Section III the results of the optimal MUs 

placement methods are presented, while in Section IV the 

results of the KF-based DHSE are shown and discussed. Our 

conclusions are reported in Section V. In the Appendix, 

additional data about the analysed hybrid µG are provided. 
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II. THE HYBRID AC/DC µG 

 The optimal MUs placement procedures, shown in Section 

III of the companion paper [6], and the DHSE illustrated in 

Section IV of [6], were applied to the AC/DC hybrid G 

shown in Fig. 1. 

 

Fig. 1,  Hybrid AC/DC µG. 

The µG in Fig. 1 was proposed for an actual electrical 

distribution system of an industrial facility located in southern 

Italy. The original network is connected to the national MV 

distribution grid through two 630 kVA MV/LV transformers 

(20/0.4 kV), and includes four LV feeders, one for each 

different manufacturing process line. The total number 𝑁 of 

buses is 70. The proposed AC/DC µG includes three 

controllable loads, a PV generation plant, a gas micro turbine 

generator and a battery energy storage system (BESS). As 

shown in Fig. 1, an AC/DC static converter, placed in bus #16, 

connects the DC side to the AC side of the µG; the micro 

turbine is located at bus #20. The red (black) arrows in Fig. 1 

correspond to non-linear loads (linear loads). Tab.1 provides 

for non-linear loads (Tab. 1a) and linear loads (Tab. 1b): the 

bus allocation, the description of the industrial machine type, 

the rated power and the power factor. 

Line parameters are reported in the Appendix. The hybrid 

µG was simulated in MATLAB-Simulink environment, and 

the programs were developed and tested on a Windows PC 

with an Intel i7-3770 3.4 GHz and 16 GB of RAM. In the 

following, the results obtained by applying the proposed 

approaches are shown. 

III. OPTIMAL MUS PLACEMENT METHODS 

The optimal MUs placements obtained by using the 

minimum condition number method (MCNM) and the integer 

linear programming method (ILPM) are reported and 

compared with a limit case, in which all of the state variables 

are measured (AM).  

With reference to the MCNM (Section 3.1 of the companion 

paper [6]), the measurement matrix for the fundamental 

component 𝑯̇(1) was determined from the admittance matrix 

𝒀̇𝑵𝑵(1) and from the line-bus admittance matrix 𝒀̇𝑳𝑵(1), that 

can be both obtained from the knowledge of the equivalent 

circuit of the system. 

TABLE 1, (A) NON-LINEAR LOADS; (B) LINEAR LOADS. 

Bus Type 

Rated 

Power 

[kVA] 

Power 

Factor 

16 Sandblaster 55 0.75 

16 Folding walls island robot  24 0.99 

16 PLC + computer 3 0.62 

19 Wave welding machine 30 0.65 

23 Plasma cutting machine 15 0.8 

31, 33 Core cutting machine n.1 60 0.8 

47, 49, 51 MT winder machine 37 0.99 

54, 56 Tuboly winder machine 37 0.99 

59, 63 BT winder machine 37 0.99 

68 Bender machine + robot 20 0.9 

 

Bus Type 

Rated 

Power 

[kVA] 

Power 

Factor 

6 Painting machine 75 0.8 

7 Box overturning machine 4 0.99 

11 Welder aspirators 11 0.99 

15 Manual bender 8  0.99 

21 Corrugated walls machine 122  0.65 

27 Crane 5.5 0.8 

35 Autoclaves 86 0.8 

44 Furnace 5 0.99 

61 Offices 36 0.99 

70 Testing bench room 50  0.7 

 

With reference to the ILPM (Section 3.2 of the companion 

paper [6]), the binary transformation of the bus-bus admittance 

matrix into the connectivity matrix 𝑺 was performed, in order 

to define the constraints of the optimization problem. The 

weight factors 𝑤𝑖 in the objective function were all assumed to 

be unitary. In fact, since there were no preferential buses for 

the MUs placement, the weight factors could be considered all 

equal. 

The results of both methods, in terms of the minimum 

number of MUs to be installed and the number of state 

variables to be measured, are reported in Tab. 2, together with 

the data of the AM case. 

(A) 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

(B) 
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Tab. 2 shows that both the MCNM and the ILPM require the 

same number of MUs to be installed, that is less than half of 

the maximum MUs number (AM case). Moreover, the ILPM 

requires the acquisition of a greater number of measurements 

than the MCNM, thus the MUs required in each case should be 

different in term of input channels. Note that the number of 

required line currents is the same for the MCNM and the 

ILPM, while the numbers of measured bus voltages and load 

currents are different. 

Note that, as stated in Section 3.1 of the companion paper 

[6], the results of the MCNM in Tab. 2 were obtained 

considering only the measurement matrix for the fundamental 

component (ℎ = 1). This choice was due to a preliminary 

sensitivity analysis, performed by considering each harmonic 

(including the fundamental component) separately and all 

harmonics together, as in [10]. Some results of the sensitivity 

analysis are reported in Tab. 3, on the basis of the number and 

the type of state variables to be measured.  

From the analysis of Tab. 3 it is possible to note that, as the 

harmonic order ℎ  increases, the number of measured line 

currents and load currents decrease, while the number of 

measured bus voltages increases.  

The MCNM, applied for all of the combined harmonic 

orders, requires the highest number of measurements, and 

therefore appears to be redundant to achieve the observability 

of the system. As shown in Section IV, the solution based on 

the fundamental component led to the best results in terms of 

estimates accuracy in our application. 

Eventually, Tab. 4 shows the average computational time 

required by both the selected placement methods. It is clear 

that the ILPM requires the smallest amount of time to solve the 

optimization problem; the MCNM applied to fundamental 

component performs an iterative procedure for the reduction 

of the measurement matrix, and therefore is slower. In 

particular, the ILPM time is about 1/35 of the MCNM time. 

 

TABLE 2, COMPARISON BETWEEN THE RESULTS OF THE OPTIMAL MUS 

PLACEMENT METHODS. 

 
Method 

MCNM ILPM AM 

Number of MUs 31 31 68 

Number of measured  line 

currents 
60 60 68 

Number of measured bus 

voltages 
0 26 68 

Number of measured load 

currents 
8 0 68 

Total number of 

measurements 
68 86 204 

 
TABLE 3, COMPARISON BETWEEN THE RESULTS OF THE MCNM FOR 

DIFFERENT HARMONIC ORDERS. 

 Selected harmonic order 

1-st 5-th 7-th 11-th 13-th All 

Number of 

measured 

line currents 

60 13 11 1 1 60 

Number of 

measured 

bus voltages 

0 55 57 67 67 67 

Number of 

measured 

load 

currents 

8 0 0 0 0 8 

 

TABLE 4, AVERAGE COMPUTATIONAL TIME OF THE SELECTED 

PLACEMENT METHODS. 

 
Method 

MCNM ILPM 

Average computational 

time [s] 
19.47 0.56 

 

IV. DYNAMIC HARMONIC STATE ESTIMATION WITH 

KALMAN FILTER 

The measurements taken through the MCNM, the ILPM 

and AM were separately considered as inputs for the KF-based 

DHSE. The DHSE, according to the model (17) of the 

companion paper [6], was performed to estimate the harmonic 

disturbances of order ℎ = 5, 7, 11, 13 , which usually are 

among the most significant disturbances in a distribution 

system. Measured and estimated disturbances in all of the 

buses where a non-linear load is placed were compared; 

however, for sake of conciseness, in this paper only the 

comparison of the disturbances in buses #23 and #54 are 

reported. Note that the harmonic disturbances, introduced in 

the µG by non-linear loads were directly measured from the 

original factory distribution system.  

Note that buses #23 and #54 were selected since the 

corresponding load currents present different harmonic 

contents, so it is possible to evaluate the robustness of the 

KF-based DHSE on different load conditions. The spectra of 

the current waveforms at bus #23 and bus #54, are shown in 

Figs. 2a and 2b, respectively. These spectra were obtained by 

applying the Discrete Fourier Transform, according to the IEC 

standard [12-13]. 

From the analysis of Fig. 2, the differences in terms of 

harmonic components are evident. In particular, the most 

significant components of the spectrum in Fig. 2a are the 5-th, 

7-th, 11-th and 13-th harmonics; therefore, the adopted model 

is consistent with the effective spectral content. On the other 

hand, the higher-order harmonics of the spectrum in Fig. 2b 

are not negligible, being their amplitudes of the same order of 

magnitude of the 11-th and 13-th harmonics; therefore, the 

model used to represent the disturbances appears incomplete.  

The estimates of the waveforms at buses #23 and #54, 

obtained with the KF-based DHSE coupled to the MCNM, the 

ILPM and AM are shown in Figs. 3a-4a, 3b-4b and 3c-4c, 
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respectively. The analysis of Figs. 3 and 4 reveals that KF 

estimates with the MCNM are better than KF estimates with 

the ILPM. This difference is magnified when an incomplete 

disturbance model is used (Fig. 4) since the results obtained 

with the ILPM are significantly poorer than the results 

obtained with the MCNM. A different behaviour is detected 

also for AM, which provides the best results when the 

disturbance model is incomplete (Fig. 4c); this could be due to 

the corrective effect of all of the measurements taken from the 

µG. On the other hand, when the model properly fits the 

measured waveform, the presence of all of the measurements 

may cause a worsening effect on the aggregate estimates (Fig. 

3c). 

 

Fig. 2, Spectra of the current waveforms deprived of the fundamental 

component. Bus #23 (a); Bus #54 (b). 

 

Fig. 3, Bus #23: comparison between actual and estimated current 

waveforms. KF combined to (a) MCNM, (b) ILPM, (c) AM. 

 

Fig. 4,  Bus #54: comparison between actual and estimated current 

waveforms. KF combined to (a) MCNM, (b) ILPM, (c) AM. 

For sake of completeness, Tab. 5 shows the percentage 

reconstruction errors, related to the waveforms in Figs. 3 and 

4, calculated as 𝑒% =
1

𝑁
∑ |

𝑥𝑖−𝑥̂𝑖

𝑥𝑚𝑎𝑥
|𝑖 ∙ 100 , where 𝒙  is the 

measured disturbance vector, 𝒙̂ is the estimated disturbance 

vector and 𝑥𝑚𝑎𝑥 is the maximum value of 𝒙. From the analysis 

of Tab. 5, it clearly appears that the errors on the aggregate 

estimates at bus #23 with the MCNM and the ILPM are 

comparable; instead, the ILPM error at bus #54 is almost 

double than the MCNM error. The AM error is greater than 

both MCNM and ILPM errors at bus #23, while it is 

significantly lower than them (about 1/6 and 1/11, 

respectively) at bus #54.  

TABLE 5, PERCENTAGE RECONSTRUCTION ERRORS 

Method 
𝑒% 

Bus #23 Bus #54 

KF with MCNM 4.45 13.86 

KF with ILPM 5.99 27.09 

KF with AM 7.22 2.45 

 

A further comparison between the results of the KF-based 

DHSE was effected in terms of reconstruction error for each 

harmonic order that was considered in the model. For sake of 

conciseness, in Tab. 6 only the reconstruction errors related to 

the harmonic components of the disturbance in the bus #23 are 

reported. From the analysis of these values, it can be noted that 

for both KF with the ILPM and KF with the MCNM the 

reconstruction errors increase as the harmonic order increases, 

since the amplitude of the harmonic component decreases, as 

shown in Fig. 2a. In particular, KF with the ILPM provides the 

least accurate estimates of each harmonic component, while 

KF with the MCNM appears to be the best solution for the 

DHSE. KF with AM supplies accurate estimates at each 

harmonic, although it provided the worst aggregate waveform 

estimate, as reported in Tab. 5. This was due to the 

introduction of high-frequency components during the 
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dynamic estimation, as shown in Fig. 3c; these high-frequency 

components obviously affect the aggregate reconstruction 

error, but do not invalidate the single harmonic estimates. 

TABLE 6, COMPARISON BETWEEN THE ERROR  

 
𝑒% 

5-th 7-th 11-th 13-th 

KF with MCNM 0.11 0.30 0.35 0.81 

KF with ILPM 1.72 5.97 8.79 14.73 

KF with AM 0.74 0.99 0.31 1.49 

 

Finally, the sensitivity analysis on the performances of the 

MCNM for different harmonic orders (including the 

fundamental component), and for all of the combined 

harmonic orders, was performed on the basis of the 

corresponding DHSE accuracy, as previously evidenced. For 

sake of conciseness, only the comparison between the results 

obtained applying MCNM at the 1-st and 7-th harmonic 

orders, and for all of the combined harmonic orders are shown 

in Tab. 7, for both the previously considered buses. 

From the analysis of the reconstruction errors in Tab. 7, the 

DHSE with the measurements provided by the MCNM at the 

fundamental component seems to be the most reliable, since it 

shows the best performances when the disturbance is 

well-modelled (bus #23), and it still shows a satisfying 

accuracy when the disturbance is not well-modelled (bus #54). 

Moreover, for the disturbance at bus #54, we note that the 

error of the DHSE with the MCNM at all of the combined 

harmonic orders is similar to the error of the DHSE with the 

MCNM at the fundamental component. For the disturbance at 

bus #23, the error of the DHSE with the MCNM at all of the 

combined harmonic orders increases significantly, although 

the global number of measurements increases. This is coherent 

with the results obtained in Tab.5 for the AM case. On the 

other hand, the results obtained by MCNM at the 7-th 

harmonic seem to be globally inaccurate. 

TABLE 7, COMPARISON OF THE RESULTS OF THE MCNM, FOR 

DIFFERENT HARMONIC ORDERS, IN TERMS OF DHSE ACCURACY 

Selected 

harmonic order 

𝑒% 

Bus #23 Bus #54 

1-st 4.45 13.86 

7-th 7.99 42.20 

All 20.96 13.47 

V. CONCLUSIONS 

This paper provides an application of the DHSE on a hybrid 

AC/DC µGs. The DHSE is performed through a KF-based 

approach. The necessary measurements required in the KF are 

obtained from MUs, which have been placed on the basis of 

the results of two optimal placement methods, commonly used 

for AC networks: the minimum condition number method and 

the integer linear programming method. 

The performances of each placement method and of the 

correspondent DHSE were compared in terms of: (i) number 

of required measurements to guarantee the observability of the 

system; (ii) accuracy of the corresponding KF-based DHSE; 

(iii) computational burden. Moreover, a limit case, in which 

the measurements of all of the state variables were available, 

was also considered. 

The methods were tested on a hybrid AC/DC µG proposed 

for an actual industrial facility located in southern Italy. The 

numerical applications showed that the results obtained by 

using the measurements provided by the MCNM as input data 

for the DHSE were generally better than the results obtained 

with the measurement provided by ILPM. Moreover, both 

methods allowed a reliable DHSE in presence of a reduced 

number of measurements, thus reducing the total costs for the 

installation of MUs. In terms of computational burden, 

MNCM appeared more onerous than ILPM. 

 

 

 

APPENDIX 

In the following, the data of the lines of the hybrid AC/DC 

µG are provided. Specifically, for each line, the starting and 

ending buses, the length, the resistance and the reactance per 

unit length are shown in Tabs. 8, 9, 10, 11. 

TABLE 8, LINE PARAMETERS FOR THE FIRST FEEDER OF THE PLANT 

Buses ℓ 

[m] 

𝑅 

[mΩ/m] 

𝑋 

[mΩ/m] from to 

3 4 8 0.041 0.014 

4 5 24 0.163 0.130 

5 6 4 0.473 0.101 

5 7 0.5 0.163 0.130 

7 8 6 0.163 0.130 

8 9 10 1.410 0.112 

8 10 9.3 0.163 0.130 

10 11 3 0.163 0.130 

11 12 2.8 0.163 0.130 

12 13 3.5 0.163 0.130 

13 14 3.5 0.163 0.130 

14 15 11 0.163 0.130 

15 16 19.1 0.163 0.130 

16 17 4 1.410 0.112 

16 18 1.9 0.163 0.130 

18 19 4 1.410 0.112 

18 20 3 0.163 0.130 

20 21 10 0.236 0.097 

20 22 42 1.410 0.112 

20 23 61 2.240 0.119 

20 24 61 1.410 0.112 
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TABLE 9, LINE PARAMETERS FOR THE SECOND FEEDER OF THE PLANT 

Buses ℓ 

[m] 

𝑅 

[mΩ/m] 

𝑋 

[mΩ/m] from to 

4 25 31 0.041 0.014 

25 26 3.5 0.163 0.130 

26 27 16 2.240 0.119 

26 28 9 0.163 0.130 

28 29 12.5 0.163 0.130 

29 30 10.5 0.163 0.130 

30 31 8 0.641 0.101 

30 32 1.5 0.163 0.130 

32 33 10 0.641 0.101 

32 34 12.5 0.163 0.130 

34 35 8 0.328 0.096 

34 36 13 0.163 0.130 

36 37 1 0.163 0.130 

37 38 35 0.665 0.260 

38 39 0.5 0.665 0.260 

39 40 0.5 0.665 0.260 

40 41 20 1.410 0.112 

 

TABLE 10, LINE PARAMETERS FOR THE THIRD FEEDER OF THE PLANT 

Buses ℓ 

[m] 

𝑅 

[mΩ/m] 

𝑋 

[mΩ/m] From to 

25 42 34 0.041 0.014 

42 43 3.3 0.070 0.096 

43 44 12 2.240 0.119 

43 45 9.2 0.070 0.096 

45 46 5.5 0.070 0.096 

46 47 5.5 1.410 0.112 

46 48 6.5 0.070 0.096 

48 49 5.5 1.410 0.112 

48 50 7.8 0.070 0.096 

50 51 5.5 1.410 0.112 

50 52 5.2 0.070 0.096 

52 53 1.8 0.070 0.096 

53 54 5.5 1.410 0.112 

53 55 8.1 0.070 0.096 

55 56 5.5 1.410 0.112 

55 57 5.6 0.070 0.096 

57 58 4.5 0.070 0.096 

58 59 5.5 1.410 0.112 

58 60 3 0.070 0.096 

60 61 8 0.473 0.101 

60 62 2.5 0.070 0.096 

62 63 5.5 1.410 0.112 

62 64 3.7 0.070 0.096 

64 65 38 1.410 0.112 

 

TABLE 11, LINE PARAMETERS FOR THE FOURTH FEEDER OF THE PLANT 

Buses ℓ 

[m] 

𝑅 

[mΩ/m] 

𝑋 

[mΩ/m] From to 

2 66 30 0.094 0.090 

66 67 87 0.163 0.130 

67 68 7 1.410 0.112 

67 69 0.5 0.163 0.130 

69 70 7 0.473 0.101 
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Abstract - Among power quality disturbances, the distortions 

of voltage and current waveforms are turning into one of the 

most important issues, due to the great diffusion of electronic 

power converters used to supply loads or interconnect the 

distributed energy resources (DER) to the grid. In particular, 

wind turbines systems (WTS) and photovoltaic systems (PVS) 

are the most extensively used DER in the actual active 

distribution networks, and these systems are expected to rise fast 

in the future smart grids (SGs) as a result from the forecasted 

economic advantages. This paper provides a review of the 

theoretical aspects about the most common PVS and WTS 

configurations and about the waveform distortions introduced 

by both these systems at the point of common coupling in several 

operating conditions. Numerical applications are also performed 

by applying an advanced spectral analysis method which seems 

particularly suitable to capture the time-varying nature of the 

current and voltage waveforms of the systems under study. 

Keywords - Smart grid, power quality, waveform distortions, 

wind turbine systems, photovoltaic systems. 

I. INTRODUCTION 

Currently, the interest towards the Power Quality (PQ) 

disturbances is growing since adequate PQ levels guarantee 

the necessary compatibility between all of the equipment 

connected to the grid. In particular, in the smart grids (SGs) 

context, the distortions of voltage and current waveforms are 

turning into one of the most important issue, due to the great 

diffusion of the electronic power converters to supply loads or 

to interconnect the distributed energy resources (DER) to the 

grid [1-4]. 

Indeed, the widespread use of DER in SGs contributes 

significantly to the waveform distortions which can be not 

acceptable for sensitive loads. In particular, wind turbines 

systems (WTS) and photovoltaic systems (PVS) are the most 

extensively used DERs in the actual distribution networks, and 

these systems are expected to rise fast in the future SGs, as a 

result from the forecasted reduction in investment costs and to 

other economic incentives.  

Different configurations are available to connect WTSs and 

PVSs to the grid; each of them can generate time-varying 

voltage and current waveform distortions characterized by 

spectral components at low and high frequencies, which can 

reach significant magnitudes in specific operating conditions 

[3-4]. Therefore, the study of their impact on the distribution 

networks is a topic of great interest and widely discussed in the 

relevant literature [5]. 

Motivated by the aforesaid considerations, the main 

objective of this paper is to provide an overview of the most 

common PVS and WTS configurations and of the waveform 

distortions introduced by these systems at the point of 

common coupling (PCC) in several operating conditions 

[6-16].  

The theoretical aspects of the problems are enriched by 

numerical applications on actual current waveforms. The 

numerical experiments are performed by applying the 

advanced spectral analysis method proposed in [17], based on 

modifications of the ESPRIT signal models; this method was 

proved to be particularly suitable to capture the time-varying 

nature of the current and voltage waveforms introduced by the 
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systems which are aim of our study, also requiring a reduced 

computational effort.  

This paper is organized as follows. Section II briefly 

describes the different PVS and WTS schemes, discussing the 

typical waveform distortions caused by each of these systems. 

In Section III  the advanced method proposed in [17] is briefly 

recalled and in Section IV numerical experiments are shown, 

comparing the spectra obtained by using the proposed method 

with the spectra that are theoretically expected. Conclusions 

are presented in Section V. 

II. WAVEFORM DISTORTION IN THE MOST COMMON 

SCHEME OF PV AND WT SYSTEMS 

It is well known that active distribution networks are 

experiencing the widespread use of DERs and that the most 

diffuse sources of renewable energy are solar and wind plants. 

In this section, an overview of the most common PVS and 

WTS schemes is provided, paying particularly attention to the 

waveform distortions caused by each of them.  

In particular, primary and secondary spectral emissions are 

considered: the first typology refers only to the distinctive 

disturbances of the considered system; the second typology of 

emissions refers to the disturbances caused by other sources 

near the system (i.e., non-linear loads and power 

communication signals) [14].  

Moreover, the spectra of voltage and current waveforms at 

the PCC of both PVSs and WTSs include a wide range of 

frequencies. For the sake of clarity, in the following, the 

spectral components are classified as “low-frequency 

components” (up to 2 kHz) and “high-frequency components” 

(over 2 kHz). 

2.1. PHOTOVOLTAIC SYSTEM 

A PVS is connected to the grid through inverters, that, 

basically, realize the DC/AC conversion of the electric energy, 

fulfilling particular specifications in terms voltage and 

frequency. The photovoltaic inverters are among the most 

advanced electronic power converters, since they are 

controlled in order to perform important tasks, such as the 

maximum power point tracking, the anti-islanding and the grid 

synchronization; therefore their functionalities must be 

improved  with respect, for instance, to motor drive inverters, 

and this fact influences their hardware complexity [6,13, 18].  

Based on the typologies of the inverters used, the PVSs 

assume different characteristics and benefits, i.e., the 

large-scale PVSs can be connected to the grid through a 

three-phase inverter or through three single-phase inverters 

combined as a “quasi three-phase” inverter. In the first case, 

no zero-sequence emissions are found in the waveform spectra 

and the load balancing among the phases is guaranteed, but its 

efficiency and reliability are poorer than those of the latter 

solution. In addition, since the large-scale photovoltaic plants 

could be expanded over time, single-phase inverters prove to 

be more versatile than three-phase inverters, in order to 

guarantee an easier spread of the system. In this context, 

hybrid configurations, such as the multi-string inverters, can 

be useful to obtain the combined benefits of the previous 

configurations [15]. 

The inverter is the core element of the whole PVS, highly 

influencing the system efficiency, lifetime and size; many 

research activities focused on its improvement and 

development, making available a large variety of photovoltaic 

inverters. Fig. 1 shows the schemes of PVSs connected 

through (i) inverters with line frequency isolation transformers 

(Fig. 1a), (ii) inverters with high frequency isolation 

transformers (Fig. 1b), and (iii) inverters without isolation 

transformers (Fig. 1c). These are among the most common 

solutions for the PVSs, and each of them is able to satisfy 

particular requirements [6, 15].  

The first two solutions are suitable when galvanic isolation 

and voltage step-up are required for the system. The solutions 

with line frequency transformers provide higher efficiency 

than those with high frequency transformers, since they need 

less power stages than the latter, but they are also the most 

expensive configurations. Single-phase PVS connected 

through both line-frequency and high-frequency transformers 

are characterized by primary emissions with relevant third 

harmonic components, introduced by the magnetizing currents 

of the transformers. The magnitude of these components 

significantly increase when the transformer operates over the 

rated voltage, since, in these operating conditions, the 

magnetizing currents increase [18, 19]. 

When the galvanic isolation is not required, an inverter 

without isolation transformer can be used; it guarantees both 

economic efficiency and high performances, with primary 

emissions introduced only by the particular PWM technique 

used for the inverter control [18, 20].  

 

(a) 

 

(b) 

 

 (c) 

Fig. 1, Schemes of single-phase PVSs: (a) inverter with 

line-frequency isolation transformer; (b) inverter with 

high-frequency isolation transformer; (c) inverter without an 

isolation transformer. 

However, different operating conditions of the PVS cause 

different waveform distortions, which are generally reduced 

by the presence of the LC filters. Note that the harmonics and 

interharmonics usually do not change significantly as the PV 

power changes; however, some harmonics could slightly 
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increase as the power increases, and the use of multiple 

inverters in a PVS produces usually lower levels of emissions 

than the use of an unique, large-size inverter [21].  

In particular, in [22] the behavior of the distorting spectral 

components at the PCC in a 800 kWp-PV plant was analyzed; 

the PV system is constituted by 16 three-phase inverters and 

the analysis was performed for two intervals of active power 

equal to 0÷10% and 90÷100% of rated power respectively. 

The results showed that for the low-power interval the 

distortion level was significantly more relevant than for the 

high-power interval, and the maximum harmonic current 

levels established according to the IEC standards were 

overcome in the first scenario [23-24]. However, in both cases 

only the spectrum up to 50th harmonic was examined, and 

significant spectral components were detected in 

correspondence of the 3rd, 5th, 7th and 11th harmonics, and 

the effects of a parallel resonance were observed over the 20th 

harmonic, since high values of amplitude were identified. The 

authors did not provide any information about which specific 

low-frequency component was due to PWM over-modulation 

or to background voltages; they only provided the global 

incidence of the single PVS on the background harmonics at 

the PCC through the site total harmonic distortion 95% 

percentile variation (STHDUj,95). Specifically, this index has 

been estimated equal to 40.12% in the low-power range and 

equal to 5.18% in the high-power range, suggesting that the 

background voltages are the main cause of the low-frequency 

components. 

In general, the PVSs spectral emissions at the PCC can 

include both low- and high-frequency spectral components. 

The first typology is due to background distortions (secondary 

emission) or PWM over-modulation of the inverter (primary 

emission); the amplitudes of low-frequency components in a 

single photovoltaic plant in rated conditions generally 

determine a current total harmonic distortion (THDi) lower 

than 10%; in resonance conditions, significant voltage 

distortions can be produced, causing heavy problems for the 

electric network [15].  

High-frequency components are mainly due to the PVS 

inverter and to its particular PWM technique (primary 

emission). As shown in [25], these high-frequency 

components are always detected during the hours of power 

production of the system while, during the night, the inverter is 

practically turned off and these components disappear. 

Basically, these components are mostly harmonics and they 

appear in correspondence of sideband, centered around integer 

multiples of the inverter switching frequency. Since for 

commercially-available inverters the switching frequency 

usually falls in the range [10÷20] kHz, the spectral 

components introduced by the inverter belong to the 

supraharmonics category, for which adequate standards are 

still aims of study of recent research activities [14, 15, 26]. 

Also high-frequency secondary emissions can be expected: 

these are due to background voltage and could increase 

significantly in presence of series resonance effects. 

 

2.2. WIND TURBINE SYSTEM 

A WTS is basically constituted by a mechanical part and by 

an electrical part: the first converts the kinetic energy of the 

wind into mechanical energy, yielding the rotation of a motor 

shaft; the second part produces electrical energy with 

characteristics proper to feed the grid [18]. 

Consistent with the great gamma of WTSs available in 

commerce, different classifications, based upon both the 

mechanical and electrical part, can be made: i.e., it is possible 

to find WTSs with different numbers of blades, with different 

directions of the rotor axis, or with different speed 

characteristics. This last classification is the most interesting 

and includes (Fig. 2): (i) fixed-speed wind turbine systems 

(Fig. 2a), (ii) semi-variable-speed wind turbine systems with a 

rotor resistance converter (Fig. 2b), (iii) variable-speed wind 

turbine systems with the doubly fed induction generators (Fig. 

2c) and (iv) variable-speed wind turbine systems with 

full-scale power converters (Fig. 2d) [13, 27, 28]. Each 

configuration has specific pros and cons and introduces 

different harmonic and interharmonic waveform distortions. 

  (a) 

  (b) 

 (c) 

  (d) 

Fig. 2, Schemes of the different Type of WTSs: (a) fixed speed WT; 

(b) semi variable-speed WT; (c) DFIG WT; (d) full-scale power 

converter WT. 

The first solution (Fig. 2a) is commonly identified as Type-I 

wind turbine system and it is characterized by the presence of 
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a gearbox and a squirrel-cage induction generator (SCIG), and 

by the absence of any power electronic converter. It is linked 

to the grid by means of a transformer. Generally, this 

configuration is equipped with an electronic soft-starter, in 

order to reduce, during the start-up phase, the effect of the 

in-rush current. Since the SCIG has not an excitation winding, 

it absorbs reactive power from the network, so a capacitor 

bank is generally utilized in order to compensate the reactive 

power [13, 29]. These SCIGs usually work at a nearly-fixed 

speed, determined mainly by the frequency of the supply grid 

and by the gear ratio, and it is set above the synchronous speed, 

according to the SCIG nature. Specifically, since the 

frequency of the grid is fixed, the only degrees of freedom for 

the definition of the rotor speed are the gear ratio and the 

number of poles in the generator. The Type-I wind turbines are 

cheap and sturdy and they are suitable for a robust frequency 

control, but they do not guarantee the grid voltage control 

when an islanding condition occurs; moreover, the wind speed 

variations are directly turned into electromechanic torque 

variations, causing mechanical stress [13, 29]. 

The second configuration (Fig. 2b) is commonly indicated 

as Type-II wind turbine system and has a structure very similar 

to the Type-I wind turbines, but it differs for the presence of a 

wound rotor induction generator (WRIG) with a variable 

additional rotor resistance, spliced on the rotor shaft and 

controlled through a converter. Varying this additional 

resistance, it is possible to control both the power output and 

the slip of the induction generator, in order to change the rotor 

speed in a limited range, that is 0÷10% above the synchronous 

speed [29].  

The Type-I and Type-II WTSs are not expected to produce 

high levels of spectral emissions; therefore, the IEC standards 

[30] do not specify any particular requirement. However, the 

action of the soft-starter can produce odd harmonic 

components at low-frequency, which have low amplitudes and 

short duration, and triple harmonics can occur in voltage 

unbalances conditions [31].  

The third configuration (Fig. 2c) is commonly identified as 

Type-III wind turbine system and is characterized by a 

gearbox and a Doubly Fed Induction Generator (DFIG). 

Specifically, the stator windings of the generator are directly 

connected to the grid, while a back-to-back partial-scale static 

converter is installed between the rotor windings and the grid. 

This particular allocation of the power electronic converter is 

the main feature of the scheme, since it allow the rated power 

of the inverted to be only 30% of the DFIG rated power, 

although guaranteeing the regulation of the rotor frequency, 

the regulation of the speed, and the control of active and 

reactive power. However, the Type-III WTSs have also 

disadvantages, such as: (i) the presence of a slip ring on the 

rotor side for the converter connection, (ii) the need of a 

suitable protection system for the converter when a fault 

occurs and (iii) the introduction at the PCC of significant 

waveform distortions, due essentially to the power electronic 

converter, which impacts on both rotor and stator waveforms 

[13, 29]. 

More specifically, the spectral emissions of Type-III WTSs 

can be classified in inherent components, switching 

components and spectral components derived by unbalance 

conditions and by auxiliary loads of the system. The inherent 

components are related to the not-sinusoidal air gap flux and 

consist in low-frequency harmonics observable in both current 

and voltage waveforms. The corresponding frequencies can be 

evaluated as a function of the actual value of the induction  

machine slip, 𝑠, and of the fundamental frequency 𝑓𝑓𝑢𝑛𝑑  of 

stator voltage as: 

𝑓𝑘 = |6𝑘(1 − 𝑠) ± 1| ∙ 𝑓𝑓𝑢𝑛𝑑         ∀𝑘 ∈ ℕ          (1) 

The switching components are the most significant 

components, and they are introduced by the static converter. 

Specifically, the PWM technique that is used for the control of 

the converter determines spectral components mainly at high 

frequency, i.e. around the switching frequency and its multiple, 

both on the rotor side (and therefore recalled also in the stator 

side) and on the grid side of the converter. As well known, the 

frequencies 𝑓𝑘,𝑚
𝑃𝑊𝑀  of the spectral components due to PWM 

technique, in ideal operative conditions, are given by: 

𝑓𝑘,𝑚
𝑃𝑊𝑀 = 𝑓0 + [𝑘 ∙ 𝑓𝑠𝑤 ± 𝑚 ∙ 𝑓0]      ∀𝑘 ∈ ℕ , ∀𝑚 ∈ ℕ0     (2) 

where 𝑓𝑠𝑤 is the switching frequency, that could be different 

on the rotor and on the grid side of the converter, and 𝑓0 is: (i) 

on the grid side, the power system fundamental frequency 

(𝑓0 = 𝑓𝑓𝑢𝑛𝑑); (ii) on the rotor side, the fundamental frequency 

of the voltage on that side, which depends on the wind speed 

and on the gear ratio. The  switching components introduced 

in the rotor side are induced in the stator of the generator, so 

these components are shifted in frequency at the PCC in 

dependence on the induction machine slip [13, 32]. 

When over-modulation conditions occur, also odd 

low-frequency components are introduced by the PWM 

technique [13]. The last typology of spectral components 

introduced at the PCC by the Type-III WTS is due to 

unbalanced conditions or WTS auxiliary loads (i.e., 

controllers and motors) [13, 32].  

Finally, the forth configuration (Fig. 2d) is identified as 

Type-IV wind turbine system and is a gearless WTS, 

characterized by either an induction or a permanent-magnet 

synchronous generator and a full-scale power electronic 

converter in cascade. This converter guarantees a 

self-supporting control of the active/reactive power and the 

decoupling between the grid and the WTS when a fault occurs, 

but, on the other hand, the converter cost is higher than the 

converter used in the Type-III WTS, since, in this 

configuration, the converter rated power has to be 110% of the 

rated power of the generator [13, 29]. 

Even in this configuration, the power electronic converter is 

the main source of spectral emissions at the PCC, but in this 

case less spectral components should be detected than in the 

Type-III wind turbine system, since there is no direct influence 

through the air gap of the machine. Specifically, in ideal 

conditions, low-frequency harmonics of order 6𝑘 ± 1 could 

be introduced in presence of a six-pulse three-phase bridge 

rectifier, and therefore a ripple in the DC voltage, in input to 
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the inverter, could occur [33]. Voltage and current 

high-frequency components are introduced by the PWM at the 

PCC, according to eq. (2) with 𝑓0 = 𝑓𝑓𝑢𝑛𝑑 . Also 

low-frequency components could be detected, when an 

over-modulated PWM technique is used [13, 27-28].  

Other additional distortions at the PCC of a Type-IV wind 

turbine system can occur in unbalanced conditions or can be 

introduced by WTS auxiliary loads [13].  

The aforesaid analysis of the waveform distortions 

introduced by the four typologies of WTSs includes only the 

primary emission of these systems. However, also secondary 

emissions are expected at the PCC due to background voltages 

[13].  

III. THE SLIDING-WINDOW MODIFIED ESPRIT 

METHOD 

In order to acquire detailed information about the distortion 

levels caused by actual PVSs and WTSs at the PCC, some PQ 

indices have been defined in the relevant literature; the 

evaluation of these indices is conditional to a spectral analysis 

of the current or voltage waveforms. 

The IEC standards recommend, for the spectral analysis, the 

use of Discrete Fourier Transform (DFT) over successive, 

rectangular time windows with a fixed duration equal to 10 

cycles (12 cycles) of the fundamental period for 50-Hz (60-Hz) 

systems [34-35]. However, this method is affected by 

well-known problems, such as the spectral leakage and the 

fixed frequency resolution, which prevent detailed 

information on the single spectral components. 

In the relevant literature, many spectral analysis methods 

have been proposed as alternative to the IEC method, in order 

to overcome the aforesaid problems [36-43]. Among these 

techniques, reference [17] presented a sliding-window 

modified ESPRIT method, characterized by both accurate 

results and reduced computational efforts. 

This method is developed by observing that usually the 

damping factors and the frequencies of spectral components in 

the power system applications vary slightly versus time, so it 

is possible to estimate them only a few times, keeping them 

constant or piecewise constant along the waveform that is 

analyzed. In particular, the time analysis windows are divided 

in basis- and no basis-windows, depending on if a traditional 

ESPRIT algorithm (TEA) or a modified ESPRIT algorithm 

(MEA) is applied, respectively. In the basis-windows, 

including the first analysis window, the waveform is analyzed 

using the traditional ESPRIT model given by: 

𝑥(𝑛) = ∑ 𝐴𝑘𝑒𝑗𝜓𝑘𝑀
𝑘=1 𝑒(𝛼𝑘+𝑗2𝜋𝑓𝑘)𝑛𝑇𝑠 + 𝑟(𝑛),   𝑛 = 0,1, … , 𝑁 − 1 (3) 

where 𝑇𝑠  is the sampling time, 𝑀  is the number of 

exponentials, 𝑁  is the number of samples in the analysis 

window, 𝑟(𝑛) is the added white noise and 𝐴𝑘, 𝜓𝑘, 𝑓𝑘, and 𝛼𝑘 

are the amplitude, the initial phase, the frequency, and the 

damping factor of the 𝑘th complex exponential, respectively; 

𝐴𝑘, 𝜓𝑘, 𝑓𝑘, and 𝛼𝑘 are the unknown parameters of the model. 

The unknowns are evaluated by solving two equation systems. 

More in detail: (i) firstly, the eigenvalues 𝜆̂𝑘
𝐵𝑊 =

𝑒𝛼𝑘
𝐵𝑊+𝑗2𝜋𝑓𝑘

𝐵𝑊
 of the rotational matrix are computed, in order 

to obtain the frequencies and the damping factors; (ii) then, the 

solution of the equation system constituted by the theoretical 

definition of the correlation matrix 𝑹𝑥 and by the matrix form 

of eq. (3) is searched with the aim of evaluating the amplitude 

and the initial phases. In these windows, also the search of the 

optimal values of the number 𝑀 of exponentials and of the 

order 𝑁1 of the correlation matrix is effected; they are updated 

if the reconstruction error is higher than a pre-fixed threshold. 

In the no basis-windows, the spectral component parameters 

𝐴𝑘
𝐵𝑊, 𝑓𝑘

𝐵𝑊, 𝜓𝑘
𝐵𝑊, 𝛼𝑘

𝐵𝑊 obtained by the basis-window are used 

in the applied ESPRIT model which is: 

𝑥(𝑛) = ∑ 𝐴𝑘𝑒𝑗𝜓𝑘𝑀
𝑘=1 𝑒

(𝛼𝑘
𝐵𝑊+𝑗2𝜋𝑓𝑘

𝐵𝑊
)𝑛𝑇𝑠 + 𝑟(𝑛)            (4) 

where the only unknown parameters are the amplitudes and 

the initial phases of the 𝑀 complex exponentials. It is clear 

that in these windows the computational burden is less than 

half of the computational burden required for a basis-window, 

since only the second equation system has to be solved, and 

the optimal 𝑀 and 𝑁1 values do not have to be determined. 

Note that, in order to prevent masking effects due to 

significant variations of frequencies, their evaluation is 

repeated periodically, generating a new basis-window after a 

certain number 𝑘𝑓 of no basis-windows. The 𝑘𝑓value depends 

on the particular waveform to be analyzed, and it can be 

changed dynamically during the analysis, based on different 

criteria. At each basis-windows, the frequencies and the 

damping factors are updated and, for the further no 

basis-windows, the analysis restarts with these new values. 

IV. NUMERICAL APPLICATIONS 

The advanced parametric method shown in Section III was 

used to analyze the waveform distortions due to actual PVSs 

and WTSs, in order to compare the detected spectral 

components with the theoretically-expected components. 

Several numerical experiments were effected, but for sake 

of conciseness, only three case studies are reported in this 

Section. Each of them refers to the analysis of measured 

current waveforms, and, in particular, the first case study deals 

with a current recorded at the PCC of a PVS, while, in the 

second and third case study, a measured current of a Type-I 

and Type-III wind turbine is analyzed, respectively. 

The spectral analysis were performed in MATLAB 

environment, with programs developed and tested on a 

Windows PC with an Intel i7-3770 3.4 GHz and 16 GB of 

RAM. 

4.1. CASE STUDY 1 

Two 1-s current waveforms were recorded at the PCC of a 

PVS constituted by two 10-kW, three-phase inverter without 

isolation transformer. The currents were measured on to the 

same phase of the same inverter and were taken in 

correspondence of two different levels of produced power: the 
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first measurement was taken at 8:00 AM, when a low power 

production was detected; the second measurement was taken 

at 1:00 PM, when the maximum power supplied in the day was 

detected. Their time trends are shown in Fig. 3a and Fig. 3b, 

respectively, and they clearly show different amplitudes and 

different levels of harmonic and interharmonic. 

In both cases the sampling rate was 10 kHz, but a 

resampling to 20 kHz was performed in order to obtain better 

performances in the application of the parametric method 

described in Section III. The reconstruction error threshold for 

the spectral analysis method was chosen to be equal to 10-3, 

and the window of analysis is set to slide of 0.04 s. 

The spectral analysis revealed mainly the presence of 

low-frequency spectral components. In fact, although some 

components were detected in the frequency range 5÷10 kHz, 

their amplitude was lower than 0.05% of the fundamental 

amplitude, probably as a consequence of the filter effect; then, 

they are not reported in the following.  

 

 

Fig. 3, Case study 1: time trend of the measured current at the PCC of 

the PVS (a) at the 8:00 AM and (b) at the 1:00 PM. 

Fig. 4 shows the spectra obtained by the analysis in the 

frequency range 0÷5 kHz. Specifically, Fig. 4a shows the 

spectrum of the current measured at 8:00 AM and Fig. 4b 

shows the spectrum of the current measured at 1:00 PM. The 

spectra appear wide and dense in frequency, and, especially 

for high power production of the system, the amplitudes of 

both harmonic and interharmonic components have a 

decreasing trend as the frequency grows. In Fig.4, the 

fundamental amplitudes both at 8:00 AM and at 1:00 PM are 

broken off for sake of clearness of the figures; they have a 

peak value equal to 3.72 A and 13.84 A, respectively. The 

amplitude scales of the figures were set to magnify all of the 

other spectral components, that are significantly lower than the 

fundamental. Coherently with the theoretical expectations, the 

THDi of the two currents, evaluated up to 2 kHz, are 

significantly different; in fact, for the current related to a low 

level of power production (8:00 AM), the THDi is about 34%, 

while, for the current measured at 1:00 PM, the THDi is 

slightly higher than 7%. However, comparing the two spectra, 

it seems that globally the same components are detected, and 

harmonic and interharmonic amplitudes at 8:00 AM are 

slightly higher than those observed at 1:00 PM, especially at 

low-frequency, so the difference in the THDi values is mainly 

due to the different fundamental amplitude of the two currents. 

 

 

Fig. 4, Case study 1: spectra of the analyzed currents (a) at the 8:00 

AM and (b) at the 1:00 PM. 

Note that all of the odd and even low-frequency harmonics 

are detected in both the currents; an investigation on the 

possible origins of these components was performed. PWM 

over-modulation is not a suitable cause, since the amplitude 

modulation ratio is about 0.8. Some components could be 

introduced by slightly-unbalanced voltage conditions, but in 

this case the degree of dissymmetry is equal to 1.52%, so the 

main part of these spectral components probably is due to 

background voltages. 
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The presence of two high-frequency components in the 

sideband centered around 4200 Hz, for the 8:00 AM current, is 

particularly interesting. The nature of these components is 

typical of those due to the switching frequency of the inverters, 

but, since in the current at 1:00 PM their amplitudes decrease, 

they are probably related to a secondary emission that could be 

caused by voltage background. In the current at 1:00 PM, other 

components are detected in the sideband around 2700 Hz. 

These components appear to be reduced in amplitude in the 

current at 8:00 AM, so it is possible that are related to a 

primary emission introduced by the system. Since the 

aforesaid frequency is incompatible with the common 

switching frequency, in absence of other information about the 

system, we could hypothesize that an aliasing phenomenon 

occurred due to an inadequate sampling rate of the 

measurements. 

4.2. CASE STUDY 2 

A 6-s current waveform was recorded during the 

soft-starting of a Type-I wind turbine. The original sampling 

rate (2048 Hz) proved to be inadequate for the spectral 

analysis with the chosen parametric method, so a resampling 

at 10 kHz was necessary.  

For the analysis, the error threshold was set to 10-7, and it 

was imposed that the window of analysis slid forward by 0.02 

s versus time. In Fig. 5a and Fig.5b the time trend of few 

seconds of this current, and a detail of the same waveform are 

shown, respectively, in order to point out both its high 

non-stationary behavior and the typical waveform distortions.  

 

 

 

Fig. 5, Case study 2: (a) time trend of the analyzed current; (b) a detail 

of the same waveform 

As expected from the theoretical considerations reported in 

Section II, the spectral analysis detected that, beyond the 

fundamental component, also the 3rd, 5th, 7th and 11th 

harmonic orders had a significant amplitude. Specifically, the 

time trend of the amplitudes of all of these harmonics appears 

to increase initially up to a maximum value, and then it 

decreases until their steady-state value is reached, as shown in 

Fig. 6, where the time trends of RMS amplitudes of the 5th, 

7th and 11th harmonics are provided. 

Also in this case, some high-frequency components were 

detected between 4 kHz and 5 kHz. However, their amplitudes 

are negligible, being less than 0.03% of the maximum value of 

the fundamental peak amplitude, that is 864.24A. 

4.3. CASE STUDY 3 

A 0.2-s current waveform was recorded at the PCC of a 

Type-III wind turbine. The original sampling rate was 12.8 

kHz, so the adopted parametric method was able to detect 

spectral components in the range of frequency 0÷6400 Hz. 

The harmonic and interharmonic components appeared 

severely attenuated as the frequency increases, due to the 

effect of the filter. In particular, the amplitudes of the 

components above 3 kHz were lower than 0.04% of the 

fundamental amplitude, so these components were not dealt 

with. For the analysis, the error threshold was set to 10-5, and it 

was imposed that the window of analysis slid forward by 0.01 

s versus time. Fig. 7 shows the time trend of the measured 

current; its stationarity in the time is evident, as well as the 

reduced waveform distortion. The fundamental component 

was detected at 50.038 Hz with a peak amplitude of 29.63 A. 

The other spectral components do not overcame the 1% of the 

fundamental amplitude, as shown in Fig. 8, where the 

spectrum obtained by the analysis is reported. 

 

Fig. 6, Case study 2: time trend of the most significant harmonic 

components 

For sake of clearness, the spectrum is divided in two different 

ranges of frequency: the behavior of the spectrum in the 0÷500 

Hz range is shown in Fig. 8a, and the behavior of the spectrum 

in the 500÷2700 Hz range is shown in Fig. 8b. In both cases, 

the presence of the inherent components is evident, and they 

appear to be mainly “twin” interharmonics in correspondence 

of frequencies that are very close to those expected by 

applying eq. (1) with similar amplitudes. 
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Fig. 7, Case study 3: time trend of the measured current 

For example, in Fig. 8a, this behavior can be observed for 

the interharmonics at 284.94 Hz and at 387.21 Hz, whose 

amplitudes are equal to 0.28 A and 0.25 A, respectively, and 

were obtained by eq. (1) for k=1. Similarly, in Fig. 8b, the 

interharmonics expected for k=2 can be detected at 620.46 Hz 

and at 717.27 Hz with amplitudes of 0.02 A and of 0.03 A, 

respectively, and so on. 

The harmonics of order 2nd, 3rd, 4th, 5th and 7th also are 

significant, but their amplitudes are however lower than the 

first group of inherent components, as shown in Fig. 8a. 

Finally, Fig. 8b shows that in correspondence of 2.3 kHz there 

is another significant component, whose amplitude is about 

0.24 A. This component could be due to the switching 

frequency of the static converter on the grid side. 

 

 

Fig. 8, Case study 3: spectrum of the analyzed current (a) in the range 

of frequency 0÷500 Hz and (b) in the range of frequency 500÷2700 

Hz 

V. CONCLUSIONS 

This paper deals with the waveform distortions caused by 

the most common PVSs and WTSs. For the different 

configurations of both systems, a distinction was made among 

low- and high-frequency spectral emissions, evidencing how 

the presence of an electronic static converter in the scheme 

contributes generally to introduce high-frequency disturbance 

components, and low-frequency spectral components only 

when over-modulated PWM techniques are used for the 

control of the converter. 

The theoretical discussion was enriched by some numerical 

applications, where current waveforms measured at the PCC 

of a PVS and of two different WTS types were analyzed 

through a modified ESPRIT method. The results of these 

analyses were proved to be compatible with the theoretical 

expectances. 
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Abstract – Hydrogenation of carbon dioxide to synthetic 

natural gas (SNG) might be a future facet of energy storage 

solutions. This reaction can be run heterogeneously catalyzed at 

moderate pressure, it proceeds with high carbon dioxide 

conversions and extremely good SNG selectivity but it is highly 

exothermic. It can be operated at large scale in different reactor 

types but also in small units using simple tube reactors for 

decentralized solutions to turn excess electric power into storable 

SNG via intermediate hydrogen. In this paper, we describe the 

impact of catalyst bed arrangement on reaction heat distribution 

over the reactor as the basis for further simulations to receive the 

highest yield and productivity.  

Keywords – carbon dioxide, synthetic natural gas, methanation, 

catalysis. 

I. INTRODUCTION 

Till date, the energy and chemical industries bases are 

mainly focused on the use of crude oil, natural gas and coal, in 

general. Only a minor part of other resources is applied in the 

energy sector such as nuclear and hydroelectric power, wind, 

geothermal energy, solar radiation and biomass. The global 

chemical industries used about 750 million tons of crude oil 

equivalents in 2012. Two third of this amount is covered by 

crude oil itself, 13% stems from natural gas and only 4% from 

coal [1]. Remarkably, 15% belongs to biomass feedstock (e.g. 

oils and fats, sugars, starch, cellulose etc.). However, 

sustainable and “green” resources have to be fixed for future 

applications because the fossil resources are finite. This 

scenario also applies to the energy sector. Time is short and the 

maximum of crude oil production, so called “peak oil”, is 

expected soon. Therefore, our world is presently facing a 

feedstock change with respect to energy production and 

chemical industry, too [e.g. 2, 3].  

One of these alternatives might be the manufacture of 

biogas from different biomass sources, e.g. via fermentation. 

In general, biogas contains carbon dioxide and methane (50-70 

vol% of CH4 in dependence on feed); in addition, some 

impurities like hydrogen, hydrogen sulfide, nitrogen, 

ammonia and water vapor are present. World biogas 

production rapidly increased in recent years. More than 14,000 

biogas plants (>7,500 MW power generation) existed in 

Europe by the end of 2013. Germany, Austria, UK and 

Sweden are leading in terms of its utilization for various 

applications (e.g. electricity, heat or fuels). Germany is 

Europe's biggest biogas producer and world leader in biogas 

technology. Roughly 8,000 plants (in 2014) are generating 

3,859 MW of power with an annual turnover of ~7.9 billion €. 

However, the fraction of CH4 produced from fermentation of 

renewables has only reached 3% of the total German CH4 

consumption [1-3]. Beside energetic usage of the biogas 

methane fraction by combustion, biogas also can be seen as a 

future raw material for chemical syntheses. A known example 

of combined use of both CH4 and CO2 is the “dry reforming” 

reaction to produce syngas (CO, H2) [e.g. 4]. Another suitable 

option is the direct conversion of methane into formaldehyde 

or methanol via selective oxidation [e.g. 5, 6]. Moreover, the 

carbon dioxide portion might serve as feedstock for the 

manufacture of substitute or synthetic natural gas (SNG) by 

hydrogenation [e.g. 7].  

At present, an increasing amount of electric power is 

produced from wind parks, biogas and photovoltaic plants. 

However, these energies are subjected to temporal fluctuation 

due to weather conditions. Very often wind turbines have to be 

switched off not to overstress the power grid. Indeed, one of 

the emerging tasks in future energy supply is the effective 

storage of electric power. An often discussed storage option 

for such excess electrical energy would be the generation of 

“green” hydrogen by water electrolysis and its temporal 
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storage in already available infrastructures like the gas grid, 

underground caverns or high pressure and liquid hydrogen 

tanks. But only lower amounts in single-digit percentage range 

might be allowed in gas grid or caverns, otherwise liquid 

hydrogen needs costly equipment.  

The chemical conversion of such “green” hydrogen and 

easily available carbon dioxide to SNG is known as Sabatier 

reaction [8, 9]. Thereby, CO2 fraction in biogas could be 

upgraded to SNG, significantly increasing the productivity of 

a biogas plant. This long-serving reaction is carried out in 

industry for cleaning of hydrogen from steam reforming in the 

presence of hydrogenation catalysts to remove CO and CO2 

traces [e.g. 10 ]. The reaction is highly exothermic and 

controlled by chemical equilibrium, and therefore the process 

is run at ca. 250-400 °C mainly over Ni-containing catalysts. It 

benefits from increasing pressure and is very selective toward 

SNG. At higher temperature, other reactions like reversed 

water-gas shift reaction affect the methane yield. Noble metal 

proportions might increase the productivity. A nice overview 

on applied catalyst systems is given in [11]. 

Interestingly, this process is suited to convert even 

considerable amounts of carbon dioxide, which are accessible 

not only from biogas plants, but also from power plants or 

chemical industries. This offers a large-scale chemical storage 

option, as “green” hydrogen is temporarily bound to carbon 

(CO2) and CO2 can be recycled with little loss. Anyway, it will 

definitely not solve the global CO2 problem. 

Car manufacturer Audi’s new power-to-gas facility in 

Werlte (Lower-Saxony, Germany) [12] came into operation in 

mid-2013; it is a 6 MWel plant (1.5 million normal m³ per 

annum) connected to a biogas plant. Clariant has supplied the 

methanation catalyst [13]. The world’s largest SNG plant went 

on-stream last year (1.4 billion normal m³ per annum) in 

Yining/China with catalysts and process technology from 

Haldor Topsoe [14]. 

As mentioned above, the Sabatier reaction is highly 

exothermic.  

CO + 3 H2  →  CH4 + H2O      (ΔHR = -206 kJ/mol)         (1) 

CO2 + 4 H2  →  CH4 + 2 H2O   (ΔHR = -165 kJ/mol)         (2) 

However, this is not a problem in conventional application 

where carbon oxide traces have to be removed from gas 

streams by hydrogenation, but in case of selective SNG 

synthesis, exothermicity might cause heat transfer problems 

and even thermal runaway of the reactor. As a first 

consequence, the chemical equilibrium may be shifted away 

from optimum conditions. Own experiments have already 

shown the formation of hot-spots up to 15 K at the top of the 

catalyst bed [7]. Kienberger and Karl reported on the 

conversion of a CO/CO2 and H2 feed stemming from biomass 

gasification showing a reaction temperature in the hot-spot 

zone of 460 °C and a gas outlet temperature of 270 °C [15]. 

Therefore, different reactor concepts are in operation such as 

cascades of fixed bed reactors with limited conversion, 

wall-cooled fixed bed reactors, fluidized bed reactors or slurry 

bubble reactors [16]. Brooks et al. recently offered a concept 

of SNG synthesis using microchannel reactors to effectively 

remove generated heat from the reactor [ 17 ]. Anyway, 

hot-spots may also lead to catalyst or reactor material damage 

and have to be avoided. Therefore, the aim of the present work 

was directed to collect data on heat distribution over the 

catalyst bed of a tube reactor at greatest possible SNG 

productivity for further simulation of catalyst bed 

arrangement. 

 

II. REACTOR CONCEPT AND CATALYST 

The catalytic tests were carried out with a lab set-up 

containing several mass flow controllers to meter feed gases, a 

suitable tube reactor, and a pressure transducer to measure 

reaction pressure, an automated pressure release valve and an 

on line-gas chromatograph unit for quick analysis of the feed 

and product stream. Details can be found elsewhere [7]. Two 

different stainless steel tube reactors (a) L = 276 mm, ID = 7.6 

mm, V = 12.5 cm3 and (b) L = 1000 mm, ID = 24.8 mm, V = 

483 cm3) with heating jacket (electrical heater and oil bath, 

respectively) were used. Both the reactors contain a guiding 

tube for a moveable thermocouple to stepwise record the 

catalyst bed temperature. Most of the runs reported here were 

carried out under the following conditions: T = 250-400 °C 

(set temperature), p = 10 bar, GHSV = 6000-12000 h-1 

(referred to standard reference conditions), CO2: H2 = 1: 4. In 

addition, nitrogen (10 vol%) was always fed as internal 

standard to evaluate volume contraction. 

Carbon dioxide conversion (XCO2) and methane (SNG) 

selectivity (SCH4) were determined from mole streams (n) and 

number of carbon atoms (z) as follows:  

 

𝑋𝐶𝑂2
 =  

𝑛̇𝐶𝑂2 (𝑖𝑛) −   𝑛̇𝐶𝑂2 (𝑜𝑢𝑡)  

𝑛̇𝐶𝑂2 (𝑖𝑛)  
 ×  100 % 

 

𝑆𝐶𝐻4 
 =  

𝑛̇𝐶𝐻4  

𝑛̇𝐶𝑂2 (𝑖𝑛)  −  𝑛̇𝐶𝑂2 (𝑜𝑢𝑡)  
 ×

𝑧𝐶𝐻4 

𝑧𝐶𝑂2 

 × 100 % 

 

First tests on temperature and pressure dependency were 

mainly carried out over a homemade 5 wt% Ni/ZrO2 catalyst 

[7, 18]. An industrially available Ni-containing catalyst (18 

wt% Ni on alumina (original size: 2.5×3-5 mm extrudates), 

denoted as 18Ni) was used for all catalytic runs with respect to 

temperature profile recording. The catalyst particles were 

crushed and sieved, and the fraction of 500-800 µm was used 

for all runs. Quartz split of the same size was used for catalyst 

dilution. Before catalytic tests, the catalyst was in-situ 

activated in hydrogen. 

 

III. CATALYST TEST RUNS 

Previous studies using monometallic Ni-, Ru and bimetallic 

NiRu-containing catalysts in a larger temperature and pressure 
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window have shown that the best results with respect to carbon 

dioxide conversion and SNG selectivity were received at 10 

bar and 325-350 °C. In particular, an increased reaction 

pressure is beneficial to suppress CO and ethane formation. 

Observed carbon dioxide conversion always is close to the 

thermodynamic equilibrium [cf. 7, 18] and SNG selectivity is 

above 99.9%. There are two different mechanistic routes 

under discussion: i) the direct hydrogenation of CO2 to 

methane without the formation of CO as intermediate and ii) 

the conversion of CO2 to CO (reverse water gas shift reaction), 

followed by a methanation reaction according to the 

mechanism as of CO methanation [e.g. 19, 20]. CO forms an 

adsorbed carbon species (Ca) on the catalyst surface and is 

subsequently hydrogenated to methane by surface hydrogen 

[e.g. 19, 20]. In other words, the methanation mechanism 

might be characterized by carbon formation and carbon 

methanation. However, adsorbed CO may react at low 

temperatures to hydrocarbons via the Fischer-Tropsch 

reaction (conversion of CO and H2) [e.g. 21]. Indeed, our 

previous runs always revealed some ethane formation (<1%) 

at temperatures up to 325 °C [7]. However, ethane might also 

be formed at higher temperatures but it is easily converted to 

methane in surplus of hydrogen by hydrogenolysis [ 22 ]. 

Table 1 gives a short summary on the results with 5 wt% 

Ni/ZrO2 catalyst received so far. 

TABLE 1, CARBON DIOXIDE CONVERSION AND SNG SELECTIVITY IN 

300-400 °C TEMPERATURE RANGE AT DIFFERENT REACTION PRESSURE 

T (°C) 300 325 350 375 400 

XCO2 a 98.5 97.7 96.5 95.5 94.0 

XCO2 b 19.5 38.5 54.3 66.0 71.1 

XCO2 c 96.7 96.8 95.9 94.6 93.2 

SSNG b 99.0 99.5 99.6 99.2 98.9 

SSNG c 99.8 99.9 100 99.9 99.9 

5wt% Ni/ZrO2 catalyst, GHSV = 6000 h-1, CO2: H2: N2 = 1: 4: 5,  
a CO2 equilibrium conversion (at 1 bar), b CO2 conversion and SNG 

selectivity at 1 bar, c CO2 conversion and SNG selectivity at 10 bar 

As already mentioned, catalytic test runs at higher SNG 

productivity due to increased space velocity and reduced inert 

gas proportion and/or higher catalyst proportion showed 

pronounced hot-spots in the topmost part of the catalyst bed. 

As a crucial requirement for up-scaling trials, knowledge on 

prevention of hot-spot at high catalyst load is indispensable. 

Therefore, several tests on the arrangement of the catalyst bed 

at increased space velocity as well as decreased inert gas 

dilution (10 vol% N2) were carried out using an industrially 

available catalyst. 

IV. TEMPERATURE PROFILES 

Figure 1 schematically depicts the used lab tube reactor and 

the position of quartz split layers above and below the catalyst 

bed each separated by quartz wool. The right-hand scale (in 

cm) shows the length of the guiding tube for a thermocouple 

which allows temperature measurement along the catalytic 

bed. Length data in the figures below refer to those given here. 

First tests were carried out keeping the GHSV constant (ca. 

6000 h-1) while the amount of catalyst and feed gas were 

increased proportionally in order to get a higher total SNG 

yield. The catalyst bed consisted of a 5 ml grain mixture 

containing 1 ml (run A), 2.5 ml (run B) and 4 ml (run C) of 

18Ni catalyst diluted with quartz, i.e. 4 ml (A), 2.5 ml (B) and 

1 ml (C). The feed gas flow was equivalently increased to keep 

GHSV constant: 6 l/h (A), 15 l/h (B) and 26.4 l/h (C). Highest 

SNG yields were observed at 325 °C (A), 300 °C (B) and 290 

°C (C) set point temperature, however, one can see that 

hot-spot temperatures are significantly increased, i.e. they 

reached 325 °C, 336 °C and 358 °C, respectively. Higher set 

point temperatures resulted in decreasing XCO2 due to 

equilibrium restrictions, in particular for runs A and B, however, 

selectivity to SNG was quite stable reaching values >99.9%. 

Data for run C were only be collected up to 290 °C because the 

hot-spot climbed up to >70 K. Table 2 summarizes these data. 

 

TABLE 2, CARBON DIOXIDE CONVERSION AND SELECTIVITY TO SNG 

DURING TEST RUNS WITH DECREASING CATALYST DILUTION 

T (°C) 270 280 290 300 325 350 375 

A XCO2     96.5 96.9 96.1 95.1 

A SSNG    99.9 99.9 99.9 99.9 

B XCO2     97.3 96.8 96.5 95.4 

B SSNG    99.9 99.9 99.9 99.9 

C XCO2  96.5 96.7 97.4     

C SSNG 99.9 99.9 99.9     

A hot-spot    300 325 351 378 

B hot-spot    336 361 384 406 

C hot-spot 334 347 358     

GHSV = ca. 6000 h-1, CO2: H2: N2 = 1.8: 7.2: 1, run A: cat: quartz = 

1: 4, 6 l/h feed, run B: cat: quartz = 1: 1, 15 l/h feed, run C: cat: quartz 

= 4: 1, 26.4 l/h feed, catalyst: 18Ni 

 

 

Fig.1, Schematic image of the used lab reactor and 

arrangement of catalyst bed (right-hand numbers are in cm). 
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The SNG productivity grew from 1.1 lSNG/h (A) and 2.6 

lSNG/h (B) to 4.6 lSNG/h (C) by increasing catalyst amount at 

constant space velocity, but a significantly elevated hot-spot 

temperature was the consequence. Therefore, the conversions 

were comparable at even less set point temperatures because 

the reaction temperatures in the hot-spot region were similar. 

Figure 2 shows the related temperature profiles and it is clear 

that the hot-spot appearance is very narrow but significant. 

Taking these results into account, further catalyst dilution 

combined with increased space velocity should lead to raised 

productivity at more equal temperature distribution over the 

whole bed. 

Therefore, a further test (run D) with increased dilution of 

catalyst: diluent = 1: 9, i.e. 0.5 ml catalyst at increased GHSV 

(12000 h-1) was carried out. It revealed similar carbon dioxide 

conversion and selectivity to SNG, but highest XCO2 = 96.6% 

and SSNG = 99.9% were observed at 350 °C. The SNG 

productivity in this run was close to 2.1 lSNG/h. Interestingly, 

more or less no distinct hot-spot was observed as shown below 

(see Fig. 2). This illustrates the beneficial effect of improved 

temperature control on the chemical equilibrium. 

 

 

As a consequence of these first test runs, the diluted catalyst 

bed was divided into three parts of ca. 1.7 ml each (again 5 ml 

in total) as shown in Figure 3. The catalyst: quartz diluent ratio 

was varied top-down from 1: 4 to 1: 1 and 4: 1. The three zones 

were separated by small quartz wool layers of ca. 5 mm. In 

total, a catalyst: diluent ratio of 1: 1 (as in run B) was applied 
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Fig.2, Temperature profiles of carbon dioxide hydrogenation 

runs (CO2: H2: N2 = 1.8: 7.2: 1; run A: cat (1 ml): quartz = 1: 

4, 6 l/h feed, 6000 h-1; run B: cat (2.5 ml): quartz = 1: 1, 15 l/h 

feed, , 6000 h-1 ; run C: cat (4 ml): quartz = 4: 1, 26.4 l/h feed,  

6000 h-1; run D: cat (0.5 ml): quartz = 1: 9, 6 l/h feed, 12000 

h-1; catalyst: 18Ni). 

Fig.3, Temperature profile of carbon dioxide hydrogenation 

over structured catalyst bed (CO2: H2: N2 = 1.8: 7.2: 1, GHSV = 

ca. 6000 h-1, 13,5 l/h feed, three catalyst zones (1.7 ml each) 

catalyst: quartz split diluent ratio was varied top-down from 1: 

4, 1: 1 to 4: 1, catalyst: 18Ni)). 
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but the above described structure of the bed should lead to 

altered hot-spot behavior. The hydrogenation run E was 

carried out at 6000 h-1 and 13.5 l/h feed gas (CO2: H2: N2 = 1.8: 

7.2: 1). A carbon dioxide conversion close to equilibrium was 

reached at ca. 300-310 °C set point temperature, i.e. XCO2 = 

97.5%. The reaction temperatures in the first two beds reached 

318 °C and 325 °C, respectively. This means a hot-spot of 8 

and 15 K, respectively, is observed at a set point temperature 

of 310 °C. The SNG productivity amounted to 2.4 lSNG/h, i.e. 

the same value was obtained as seen for run B but hot-spot 

behavior dramatically changed and overall reaction 

temperature decreased significantly. 

Based on these results further optimization aiming at 

increasing SNG productivity is on the way. In addition, first 

test runs were carried out using the large lab reactor (as a start, 

catalyst volume was ca. 15 ml separated in the same way to the 

above described run E but using four catalyst zones). The 

results show that a larger tube reactor can be operated at 

similar conditions up to space velocities of about 40000 h-1. 

SNG productivity was increased to 50 l/h that relates to an 

electrical power of 500 W. Such tubes might be incorporated 

in a multitube reactor to further increase of productivity. 

IV. CONCLUSION 

SNG synthesis was carried out with a commercially 

available Ni-containing catalyst. The catalyst dilution impact 

was studied to avoid hot-spot formation and damage of 

catalyst or reactor. The results have shown that most of the 

heat of reaction is produced in the topmost 10% of the catalyst 

bed at the feed inlet. The resulting hot-spot can be 

significantly suppressed by catalyst bed dilution and 

additionally by structuring the bed without changing overall 

catalyst mass. Thus, the reactor can be operated at higher load 

resulting in higher productivity. Catalyst dilution at the feed 

inlet should be very high and decrease in top-down direction.  
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Abstract – Although the need and demand for switching to 

renewable energy continue to increase, adoption of renewable 

energy is difficult owing to disadvantages such as unstable power 

supply and a rather low efficiency. In this study, a new business 

model was examined to overcome such disadvantages through 

Korea’s renewable energy policy and cases analysis. The future 

industrial application of renewable energy depends on an ICT-

combined convergence and compound power system, rather 

than on regular energy source support. Hence, demand response 

systems along with energy storage systems (ESSs) and energy 

management systems (EMSs) would be more emphasized for the 

efficient use of energy. 

Keywords— Green energy, Renewable energy policy, Energy 

policy, Smart grid, ESS, EMS, ICT 

I. INTRODUCTION 

Various policies and systems for responding to climate 

changes and energy resource depletion have been enhanced 

upon worldwide.  

South Korea has declared “Low Carbon Green Growth” as 

its national vision and has put its efforts into establishing a 

legal and systematic foundation for the vision through the 

Five-Year Plan for Green Growth [1], the Framework Act on 

Green Growth [2], the Presidential Committee on Green 

Growth and executing emissions trading. 

Furthermore, Korea succeeded in internationally 

capitalizing a green brand and achieved fruitful results, 

including the launch of an international institute, Global 

Green Growth Institute (GGGI), and successfully invited the 

Green Climate Fund (GCF) to Korea. In particular, with the 

investment principle that 2% of the GDP is invested in green 

technologies, Korea took initiatives to invest in such 

technologies and improved its level of technologies by 

encouraging investment in research and development (R&D) 

on core green technologies. 

President Park Geun-hye attended the 22nd World Energy 

Congress 2013, Daegu, Korea and announced her plans: 

“Korea will reduce energy consumption by utilizing 

information and communication technologies (ICT), such as 

energy storage systems (ESSs) and energy management 

systems (EMSs), and build a trading system with which the 

saved energy can be traded in the Korea Power Exchange”; 

these plans will show the way to resolving the world energy 

trilemma that Korea and the world are facing and will 

contribute to the world energy market.  

From these viewpoints, the main aim of this paper is to 

investigate the problems that renewable energy faces and 

efforts to overcome these problems, then review the policies 

and a business model related to Korea’s renewable energy.  

II. TRENDS IN RENEWABLE ENERGY  

The need and demand for switching from fossil fuel to CO2 

reducing renewable energy continue to increase coping with 

climate changes.  

Even in this global economic crisis, R&D investments for 

technological development of renewable energy and in 

particular, the government R&D investments continues to 

increase; as a result, renewable energy technologies have 

advanced.  
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However, there still remains various constraints.  

1) High developmental unit cost compared to that of the 

existing fossil fuels, owing to the high initial investment 

costs, hinders the commercialization of renewable energy.  

2) Moreover, the installation of renewable energy faces 

certain constraints (the quality of wind, the amount of 

sunlight, etc.), and even in the areas where the installation is 

practical, it conflicts with residents, making installations 

difficult. For example, residents express an extreme 

opposition because fishing is impossible where a marine 

wind power plant is built. With regard to biogas plants, 

residents consider it an unpleasant facility because the plant 

is based on livestock and food wastes.  

3) The unstable supply of natural energy resources such as 

sunlight and wind, lowers the utilization rates of renewable 

energy facilities, thereby interfering with its 

commercialization and industrialization.  

4) The industrial characteristic of renewable energy is of great 

importance in the installation, maintenance, and repair; in 

addition, the renewable energy industry also experiences the 

lack of the service.  

While the necessity of the industrial development of 

renewable energy is recognized, the implementation of 

industrial development is difficult because of the above 

problems.  

To overcome the barriers in the use of renewable energy, 

for example, unstable power supply and low efficiency, there 

is a need for the convergent use of various energy sources, 

thus creating a new business model.  

Without governmental support, after all, the grid parity of 

renewable energy is very challenging; therefore, for 

invigorating renewable energy, a powerful drive led by the 

government is essential more than anything else from the 

viewpoint of policies and systems.  

III. RENEWABLE ENERGY POLICY IN KOREA  

Since the declaration of its vision on green growth, Korea 

has established Five-Year Plan for Green Growth (July 2009) 

as a national strategy and action plan for the purpose of 

increasing the effectiveness of the policy. Korea has proposed 

national mid-long term emissions reduction targets and 

introduced an emission-trading system, vehicle emissions 

standards, etc.  

Furthermore, Korea also legislated the Framework Act on 

Low Carbon Green Growth[2] and developed 27 core green 

technologies through R&D measures and strategies for 

commercializing the core green technologies[3] (May 2009). 

                                          

1 Ministry of Trade, Industry and Energy (MOTIE): A 

central administrative body in Korea; it governs affairs 

related to commerce, trade, industry, trade, trade negotiation 

Fundamental studies were encouraged on these 27 core green 

technologies by allocating aggressive R&D budgets.  

In recent years, with the establishment of “developmental 

strategies for new energy industries and core technologies in 

response to climate changes,” Korea announced its plans to 

invest 430 billion KRW ($400 million) in the development of 

core technologies for coping with climate changes and that by 

2020, the current technology level of 81% compared to those 

of advanced countries, will be increased to 93%.  

As shown in <Figure 1>, in 2013, the total national R&D 

investment amount was 16 trillion KRW; the amount invested 

in green technologies was 3 trillion KRW (17.9%) and that in 

the 27 core green technologies was 2.3 trillion KRW, which 

makes up 76.2% of the entire R&D investment amount in 

green technologies. For the last six years, the average annual 

increase rate of the R&D investment in green technologies 

was 15.8%, which is higher than that of the national R&D 

investment (9.0%).[4]  

(in 100 million KRW) 

 
Fig.1, Green Technology R&D Expenditure from 2008 to 

2013 

 

The plans that are directly related to renewable energy are 

as follows: 

3.1. The Fourth Master Plan on Renewable Energy (2014-

2035, MOTIE1) [5] 

This plan suggested to increase the supply target for 

renewable energy over 11% by 2035. It is aiming for the 

creation of a renewable energy market to enable shifting the 

current government-led actions to a private-government 

partnership, and achieving sustainable growth by expanding 

to the international markets.  

With regard to the outlook of the target per energy source, 

current focus on waste energy will be shifted to solar and wind. 

In addition, the renewable energy market will be expanded 

from electric energy including hydro/thermal energies by 

enforcing the Renewable Fuel Standard (RFS) and the 

Renewable Heat Obligation (RHO). 

For sub-tasks, in addition, eco-friendly technologies are 

and general management , mediation on trade negotiation, 

foreign investments, the R&D policies of industrial 

technology, and energy and underground resources. 
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applied to existing unwanted facilities including incineration 

plants and landfills for energy supply, and a project 

demonstrating an “eco-friendly energy town” will be revealed 

to provide benefits to the residents. Also, the island where has 

been 100% diesel-power system will be provided with self-

sufficient micro grid system.  

3.2. The Second National Master Plan for Energy (2014.1 

MOTIE) [6] 

As energy policies are complicated and conflicts among 

interested parties become sharp, private sector-led 

participation is essential in establishing a policy. This plan 

was the first open-process national plan that wholly reflected 

the recommendations of the private working group.  

Its main points include, as shown in <Figure 2>, a shift 

from the current supply-managing policy to a demand-

managing policy; adjustments to energy tax rates with a goal 

of cutting the power demand to 15% by 2035; system 

improvement on electricity rates; and building an ICT 

demand management system. 

In addition, with the goal of supplying at least 15% of 

energy through a decentralized generation by 2035 instead of 

centralized generation by utilizing fossil fuels, its energy 

types will be diversified into renewable energy, home 

generators, and so on. Then, small- and mid-size enterprises 

will have increasing opportunities to participate in the power 

generation market. 

In other words, this plan entails an operational shift from 

supplier-oriented facility to user-participating facility.  
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Direct to 

change 

Innovation  
Development 

of unit 

technology 

 

Convergent 

and compound 

innovation 
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technology 
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technology 
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Fig.2, Directions of changes on the energy technology paradigm 

  

3.3. The Third Energy Technology Development Plan (2014-

2023) [7] 

The Energy Technology Development Plan is the highest 

level technology development plan that covers the National 

Master Plan for Energy, the use of related energy, the 

development of renewable technology, emissions reduction, 

etc.  

With the policy goals such as strengthening the competence 

of the energy industry, it was proposed to respond to climate 

changes through innovation and enhance the productivity of 

technology development, as shown in <Figure 3>, through a 

technology development program “Energy Innovation 

Architecture 2025” and core promotional strategies.  

 

 

Fig.3, Concept of the program, Energy Innovation Architecture 

2025 

 

With regard to the energy supply technology part of the 

sub-programs, there is a renewable energy hybrid system 

combined with a compound generation and storage facility to 

provide optimal solutions that are suitable for various 

conditions and geographical characteristics, and this system 

will be applied in domestic island areas.  

With regard to the energy demand management technology, 

the program offers a solution for an operating system solution 

that combines and manages decentralized resources. It also 

loads, connects the solution to the power network, and builds 

an independent operation system—a smart micro grid.  

Furthermore, based on information and communications 

technology (ICT), the main focus of the energy NegaWatt 

system technology will be on the development of the energy 

solution services to secure the stability of energy demand and 

supply through combining energy sources, including ESSs, 

EMS, TENs (thermal energy networks), and decentralized 

development resource.  

IV. CASE 

For activating renewable energy industry, Korean 

government puts extra efforts to create a foundation based on 

ICT convergence for shared growth among energy sources, 

instead of supporting sources per energy. The government is 

seeking and generating a business model based on the 

foundation.  

A “micro grid (MG) system” is an independent 

decentralized small-scale power supply system, unlike the 

existing wide-area power supply system. This system 

generates, stores, and supplies power throughout the day to 
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areas where power supply is constrained by using renewable 

energy facilities.  

This concept is considered to be a rather new technology 

which IT is employed to store generated electric energy when 

the demand is low and to supply it when the demand is high.  

In other words, it is an eco-friendly power system that 

converges and compounds various renewable energy 

generation sources and energy storage systems.  

Now, among the proven projects, a “self-sufficient micro 

grid demonstration project” and the case of a building an 

“energy independent island” will be examined.  

4.1. Gasado’s self-sufficient micro grid demonstration 

project  

Gasado is a small Korean southwestern island located in 

Jeollanam-do. It has a population of 303 in 165 households. 

This island had been 100% diesel-power dependent, but with 

the completion of four wind power plants and eight solar 

power plants along with a 3MWh ESS in 2014, its power 

capacity has been supplemented with 320 kW of solar power 

and 400 kW of wind power. 

This small island suffered from chronic power shortage due 

to its existing diesel power plants capacity of only 300 kW; it 

was transformed into a state-of-the-art energy village by 

conversion of its power supply into hybrid power supply with 

a combination of wind, solar power plants and an ESS.  

Some problems encountered with the project have been 

addressed through an optimal combination of decentralized 

powers with a 100% renewable energy site designing. As a 

result, problems such as high-capacity power transmission 

and distribution facilities, high costs of power transmission 

due to the existing long-distance power supply and the 

increase in power losses could be addressed.  

Hense, this project is considered to have maximized the 

efficient use of energy through energy storage systems (ESSs), 

energy management systems (EMSs), demand responses 

(DRs), and etc., in addition to resolving the problem of 

unstable power generation of new and renewable energy.  

4.2. Ulleungdo, an eco-friendly energy independent island 

Against the background of the technological development 

with regard to the renewable energy power sources being 

proved by the results achieved in Gapado of Jejudo and 

Gasado of Jeollanam-do, the eco-friendly energy independent 

island plan on Ulleungdo was realized.  

For the first time in Asia, Ulleungdo joined ISLENET2 

(2011) and emerged on the international stage as a green 

island.  

                                          
2 ISLENET is a European islands’ self-governing bodies’ 

network (ISLENET: European Island Network on Energy & 

Environment) on sustainable energy supply and environment 

Even though Ulleungdo has the largest power system 

among land power systems and independent island areas, 

most of its power generation capacity of 13,000 kW is derived 

from the thermal power plants that use diesel power 

generators.  

According to <Figure 4>, during the first stage (2015–2017) 

of the project, 30% of the current diesel-oriented power 

generation will be substituted with an ICT(ESS+EMS)-

combined eco-friendly energy supply by giving up one diesel 

power plant a year. There are plans to build facilities for 

hydro-electric power (0.696 MW), solar power (1 MW), wind 

power (8 MW) and a 21 MWh ESS. In the second stage, 

facilities for geothermal power (4 MW) and fuel batteries (23 

MW) will be added, expanding to a total of 36.5 MWh ESS 

facilities.  

 

 
Fig.4, Mix per renewable energy source of the eco-friendly energy 

independent island project [8] 
 

The Ministry of Trade, Industry and Energy expects that the 

execution of the first stage itself will reduce the CO2emission 

of Ulleungdo by 4,771 tons and that the completion of the 

second stage will reduce the CO2 emission by 13,683 tons.  

V. CONCLUSION 

Renewable energy has already contributed to lowering the 

imported energy dependency substantially and meeting the 

rapidly growing power demand, yet it is becoming more 

important to determine the direction of its policy.  

Renewable energy, in terms of policy, requires an emphasis 

in national level. Korea has shown interest and made 

investments by strengthening national polices. Although its 

R&D investment per technology has improved the levels of 

renewable energy, Korea still faces various problems from the 

viewpoint of activating related industries.  

Korea made efforts to realize green growth through various 

national policies, thus renewable energy sector gradually 

management, which 52 islands from thirteen countries 

joined.  
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through R&D, demonstrations and projects.  

In particular, while Korea works toward to establishing a 

powerful government-led national plan, at the same time it 

also reflects the recommendations of the private working 

group at its best. Korea has encouraged participation of the 

private sectors and has promoted market-led measures for 

commercializing renewable energy.  

Thus, breaking away from conventional government-led 

actions that would simply increase and expand the proportion 

of the supply of renewable energy sources with regulations 

and systems, Korea has planned of building eco-friendly 

energy towns or self-sufficient micro grid projects. Also, it 

has created a business model that allows participation of 

private sectors, thereby, the project can be transformed into a 

market-led one.  

In Gasado and Ulleungdo, innovative micro grid systems 

where ICT and renewable energy sources were converged and 

compounded were built. In addition, these cases provide good 

example of changes from a centralized supply system to an 

independent decentralized power system, creating an 

environment where potential local renewable energy sources 

are fully utilized to generate necessary power without an 

external connection, and in which stable use of energy is 

possible by building ESS and DR systems.  

Although there still exists problems that need to be 

resolved before commercializing the suggested cases, they are 

expected to contribute to the global energy market, especially 

by leading participations from the private sectors among 

global energy cooperation. 
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Abstract - Experimental data of Surface Photo-Voltage (SPV) 

on GaAs(100)  are presented, which were obtained with time- 

resolved photoelectron spectroscopy using synchrotron radiation 

and laser light or ultra-fast laser lights.  Clean p- and n-type 

GaAs with different dopant concentrations were measured at 

room and low temperatures. The experimental results of the 

static SPV can be well explained by a thermionic model.  On the 

other hand, the results of the dynamic SPV show clearly the 

creation and annihilation processes, where the temporal 

structures of SPV involve slow and fast components.  The fast 

component indicates the important role of hot carriers and 

non-thermionic process, while the slow one is attributed to the 

thermionic process. Finally, two ideas for suppressing the SPV 

effect have been examined to get a higher performance of solar 

cells and electron emitters.  

 Keywords - Surface Photo-Voltage, Time-resolved 

photoelectron spectroscopy, Dynamics, GaAs, Non-thermionic 

process 

I. INTRODUCTION 

Solar cells are indispensable devices to generate electric 

power from natural lights.  The key idea originates from a 

Photo Voltage (PV) effect of semiconductors [1]. Further 

understandings of the PV mechanism are required to get 

more efficient, intelligent and cheap solar cells. Moreover, 

deep understandings of Surface Photo-Voltage (SPV) are 

required in Schottky-type solar cells and  in the field of 

high-energy accelerator to produce a high-brilliant and 

ultra-short beam using a photo-cathode [2].  Moreover, the 

spin electrons attract recent interest for a spin solar cell [3]. 

These applications need different technologies, internal and 

external photoelectric effects in semiconductors and 

interfaces, but the essential point shares common basic 

understandings.  The concepts of band bending and static 

SPV are based on the electromagnetic theory and a 

thermionic emission model.  In the pn-junction type solar 

cells, photo-excited electrons and holes are spatially 

separated by the internal field caused in the pn junction as 

well as by the thermal diffusion. Separated electrons and 

holes produce a reverse electric field. In Schottky-type solar 

cells, photo-excited electrons and holes are spatially 

separated by the internal field originated from the interface 

between metal and semiconductors and also produce a 

reverse electric field. These reverse electric fields affect the 

performance of solar cells. 

On the other hand, it is essential in the electron sources that 

photo-excited electrons overcome the surface barrier with the 

lowest excitation photon energy. The key factors are the large 

band bending and the low or negative electron affinity.  For 

high brilliant excitation, however, photo-electric yields show 

saturation or decrease due to the SPV effect: Photo-excited 

electrons and holes are spatially separated to produce photo 

currents and a reverse electric field, which affects the 

performance of electron sources.  Therefore, it is important to 

suppress the SPV effects to improve the efficiency of 

electron sources as well as solar cells. 

Firstly in this report, the present authors introduce their 

experimental works of SPV on p- and n-type GaAs, which 

have been obtained with a combinational use of synchrotron 

radiation (SR) and laser light [4-6].  The differences in static 

SPV between p- and n-types are explained with a thermionic 

model.  Secondly, dynamics of SPV measured with a 

time-resolved photoelectron spectroscopy and ultra-fast laser 

lights are introduced [7-9].  The present results show clearly 

the creation and annihilation processes of SPV, where 

temporal structures of SPV involve slow and fast 

components.  The fast component indicates the important 

role of hot carriers and non-thermionic process, i.e. 

non-equilibrium dynamics, while the slow one is attributed to 

the thermionic process. Finally, two ideas for suppressing the 
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SPV effect have been examined in order to get higher 

performance of solar cells and electron emitters.  

II. EXPERIMENTS 

The experiments were carried out at UVSOR BL5A & 

6A2 in Institute for Molecular Science and Saga-University 

BL13 in Saga-LS.   Combined systems of  SR and laser light 

with the photoelectron spectroscopy were applied to study 

SPV effects.  As shown in the schematic diagram of the 

experiments (Fig. 1), sample surfaces were excited with laser 

light (523 nm or 800 nm) to produce excited electrons and 

holes.  Photoelectrons from a sample core-level were 

observed using monochromatized SR and hemi-spherical 

photoelectron spectrometers.   

 

Fig.  1.  A schematic diagram of the experiments [5]. Y0, and 

Y are initial band bending and SPV, respectively. e and 

h mean an electron and a hole, respectively. 

This laser-pump and SR-probe core-level photoelectron 

spectroscopy has high surface sensitivity, high energy 

resolution and time resolution (typically, in the subnano to 

micro second region) besides element-specific and 

state-selective performances.  Moreover, ultra-fast temporal 

data (typically, in the femto to pico second region) were 

obtained with a laser-pump and laser-probe photoelectron 

spectroscopy using Ti:Sapphire femto-second laser systems. 

The details of the experimental systems have been reported 

elsewhere [5-6, 10-11], and a typical system is also shown in 

Fig. 2.  

 

 

Fig. 2. An experimental system for time-resolved 

photoelectron  spectroscopy [6]. 

Clean p- and n-type GaAs(100) with different dopant 

concentrations were measured at room and low temperatures.  

To investigate the effects of hole mobility, surface barriers 

and surface states, GaAsP super-lattices and Cr/GaAs(100) 

samples were investigated [6,12-13].  Surfaces of GaAs were 

cleaned with a neon-ion sputtering and a thermal annealing, 

while super-lattice surfaces were cleaned only with thermal 

treatments.  The surface cleanness was checked with an 

Auger and/or photoelectron spectroscopy after the cleaning 

procedures, indicating negligible carbon and oxygen 

contaminations.  Moreover, the GaAs (100) surfaces were 

checked with a low-energy-electron diffraction, showing the 

c(8x2) reconstruction.  

III. RESULTS and DISCUSSION 

3-1. Thermionic model 

Semiconductor surfaces show a band bending, which 

depends on the surface states and dopant concentration.  

Photoexcited carriers are spatially separated by the internal 

electric field in the band bending region and by the thermal 

diffusion. The separated carriers produce SPV as well as 

photo-currents. In a thermionic model, photo-carriers are 

assumed to be in the thermal distribution. The dotted curves in 

Fig. 3 show valence band maximum (VBM) and conduction 

band minimum (CBM) in the surface region of a p-type 

semiconductor, which contacts with metallic surface layer, 

producing a Schottky-type interface.  They show the band 

bending without photoexcitation.  The SPV changes the 

potential in the surface region, which is shown by a solid curve. 

After approximation procedures in the thermionic model, we 

can obtain the following Equation (1) [5], where p0 and p are 

initial concentration and increment of positive carriers, 

respectively, and ,  0 and    are 1/kT, initial band bending 

and SPV, respectively. 
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Fig. 3.  Band bending and SPV. 

3-2. Photon flux dependence of SPV 

Figure 4 shows the energy shift of Ga-3d photoelectrons of 

p-GaAs at 125 K (open circles) as a function of relative 

incident photon flux.  The shift is caused by the SPV under the 

laser irradiation at 2.33 eV. It is seen that the amount of SPV 

increases rapidly for low fluxes and gradually increases for 

middle fluxes, and saturates for higher fluxes.  This 

experimental result is well explained with Eq. (1) mentioned 

above.  Figure 5 shows the comparison of the present result 

with Eq. (1), where the ordinate and abscissa are presented in 

natural logarithms according to Eq. (1).  The linear solid line 

and open circles are the theoretical curve and experimental 

data, respectively.  The observed data are in good agreement 

with the theoretical line from Eq.  (1) [5].  

Fig. 4. Energy shift of Ga-3d photoelectrons as a function of incident 

photon flux.  

 

Fig. 5.  Comparison of the observed SPV and theoretical line        

(Eq. (1)) based on a thermionic model [5].  

 

3-3. Temperature dependence of SPV 

As Eq. (1) is derived from a thermionic model based on the 

thermal equilibrium, the temperature dependence of SPV is 

very important and essential examination for  the  thermionic  
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Fig. 6. Temperature dependences of SPV on n-GaAs (solid circle) 

and p-GaAs (solid triangle). The absolute values are shown for 

comparison, since the direction of energy shift due to the SPV 

effect is opposite between p- and n-GaAs. 

model.  Figure 6 shows the temperature dependences of SPV 

on p- and n-GaAs (100) surfaces.  As the direction of the 

energy shift of the Ga-3d photoelectrons is opposite between 

p- and n-GaAs, the absolute values of  the  energy shift (SPV) 

are plotted in Fig. 6 as a function of the sample temperature. It 

is seen that the temperature dependence of SPV is opposite 

between p- and n-GaAs; i.e. the amount of SPV increases in 

p-GaAs but decreases in n-GaAs as the sample temperature is 

increased.  This difference in the temperature dependence can 

be explained with the thermionic model as follows.  Figure 7 

shows the temperature dependence of SPV on p-GaAs, where 
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the ordinate and abscissa are presented according to Eq. (1) 

[5].   

Fig. 7.  Temperature dependence of SPV on p-GaAs.                                                                                       

The linear line presented according to Eq. (1) fits well the 

observed data points [5].    

The temperature dependence of 0  in Eq. (1) is not 

clearly described above, but 0 is in general dependent on 

temperature, since it is determined in the thermal 

equilibrium between dopant concentration and surface 

states.  The quantity can be observed as the band offset, and 

the  experimental  results  show  that  the  band  bending  is  

 

Fig. 8. Temperature dependence of SPV on n-GaAs.                                                                                       

The calculated curve includes the temperature dependence 

of the band bending. 

almost temperature independent for p-GaAs, but  increases 

for n-GaAs as the temperature is increased. By taking 

account of the temperature dependence of  0(T) and using 

Eq. (1), the SPV on n-GaAs can be explained, as shown in 

Fig. 8.  Therefore, it is concluded that the temperature 

dependence of SPV on both p- and n-GaAs is well 

understood with Eq. (1) based on the thermionic model, and 

the difference between p- and n-GaAs is attributed mainly 

to the temperature dependence of the band bending.  

 

3-4. Dynamics of SPV  

    Photoexcited carriers produce photo current and SPV, and 

the carriers decay to the initial stage.  We have carried out the 

time-resolved experiment to know the dynamics of SPV. The 

SPV processes are schematically shown in Fig. 9. That is,  (a) 

excited carriers are produced by photo excitation, and 

subsequently (b) photocarriers are spatially separated to 

produce  photo current and SPV, and  (c) the carriers overcome 

the surface potential barrier and recombine with each other to 

go back to the initial stage before photoexcitation.  

(a) (b) (c)

 

 

Fig. 9. Three processes of SPV. (a) photoexcitation, (b) creation, 

and (c) annihilation. 

 

Figure 10 shows the temporal structures of SPV on p-GaAs 

at room temperature (RT) and 90 K.  At RT, the SPV is created 

and then  annihilated in a short period of about 0.5 s, while at 

80 K, the SPV decays with a fast component of about 5  s  

and a slow component accumulated as the background.  The 

slow component is not seen at RT. The present results indicate 

that a part of SPV is caused by  thermal process, while another 

part is due to  non-thermal process [6].  It is supposed that the 

observed temporal structures are mainly determined by the 

decay process (c) in Fig. 9.    
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      Fig. 10.  Temporal structures of SPV at RT and 80 K [6]. 

 

3-5. Ultra-fast dynamics of SPV  

We have measured the ultra-fast time-resolved 

photoelectron spectra using a laser-pump and laser-probe 

method.   The results show the ultra-fast creation and 

annihilation processes of SPV.  As seen in Fig. 11(a) [8], the 
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Fig. 11. Ultra-fast temporal structures of SPV. (a) p-GaAs and (b) 

n-GaAs. 

creation process of  SPV on p-GaAs has the rise time in 

pico-second region.  The rise time is dependent on dopant 

concentration: The rise time becomes very fast in case of high 

dose samples, but it does not clearly show the temperature 

dependence.  On the other hand, the rise process is not 

observed in Fig. 11(b) for n-GaAs [7], which has the high 

electron mobility. Therefore, the rise time observed on 

p-GaAs is attributed to the drift velocity which is originated 

from hole mobility  and inner electric field E in the band 

bending region. As seen in Fig. 11(a) and 11(b), the decay time 

of SPV consists of an ultra-fast and a slow component for both 

p- and n-GaAs, and the ultra-fast component is independent on 

the sample temperature, but the slow one has strong 

temperature dependence and dopant-concentration 

dependence as well. This result indicates that the decay 

process of SPV is caused by thermal and non-thermal 

processes and the ultra-fast component is due to the tunneling  

process and the slow component is due to the thermionic or 

thermionic+ tunneling process.  Moreover, the total amounts 

of SPV on n-GaAs depend on excitation density, but the 

ultra-fast decay component is independent on excitation 

density.  As seen in Fig. 12, the amount and lifetime of the 

ultra-fast component is almost fixed. (e.g. the lifetime is about 

5 ps).  Therefore, lifetime of ultra-fast component is due to 

relaxation time of hot electrons  

Fig. 12.  Excitation density dependence of SPV on n-GaAs in         

the ultra-fast region. 

 

3-6. Two ideas to suppress SPV  

High brilliant photon excitation causes the saturation or 

decrease in solar cells or electron emitters. As mentioned 

above, one of the main reasons to cause such effects is the 

SPV, and it is therefore important to suppress SPV in order 

to have high performance of solar cells or electron emitters.  

There are two ideas proposed previously [14,15]. One is to 

control the spatial separation of holes using quantum wells 

[14]. This is also useful to get high degree of spin 

polarization for the electron source. Another is to increase 

recovery force using metallic surface layers [15]. Both ideas 

were examined by the laser-pump and SR-probe 

photoelectron spectroscopy and the results were partially  
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Fig. 13. Ga-3d photoelectron spectra of two super-lattices 

(SL#1 and SL#16) with and without laser excitations at RT 

and 110 K. 

reported elsewhere [6,13], and the essential points are given 

in the followings. Figure 13 shows the Ga-3d photoelectron 

spectra with and without laser excitations  on  two-types 

super-lattices  (SL#1 and SL#16) at RT and 110K, where the 

large space charge region of SL#1 and SL#16 is 4 and 34 nm,  
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Fig. 14. SPV, band bending, and density of states around 

Fermi energy of Cr/GaAs as a function of Cr coverage. 

respectively.  Both spectra observed at RT do not show any 

SPV and those at 110 K show slight SPV shift.  Their 

temporal structures also indicate  negligible SPV at RT and 

small sharp peak for SL#1, but not for SL#16 [6]. The results 

mean that the control of the hole transfer in quantum well as 

well as the thin space charge region are effective to suppress 

SPV. Figure 14 shows SPV, band bending and density of 

states around Fermi energy of Cr/GaAs as a function of Cr 

coverage.  The SPV value has a maximum around 0.1 nm of 

Cr overlayer and decreases as a function of Cr coverage.  

The decrease of SPV is seemed to relate with the density of 

states around Fermi energy.  It is suggested from the results 

that the recombination, or quick recovery in the surface 

region is important to suppress SPV.  

III. SUMMARY 

The SPV on p- and n-type GaAs, which have been 

obtained with a combinational use of synchrotron radiation 

and laser light, has been reported.  The differences in static 

SPV between p- and n-types are explained with a thermionic 

model.  Dynamic SPV data obtained with a time-resolved 

photoelectron spectroscopy and ultra-fast laser lights are 

discussed.  The present results show clearly the creation and 

annihilation processes of SPV, and the temporal structures of 

SPV consist of slow and fast components.  The fast 

component indicates the important role of hot carriers and 

non-thermionic process, i.e. non-equilibrium dynamics, 

while the slow one is attributed to the thermionic process. 

Two ideas for suppressing the SPV effect have been 

examined in order to get higher performance of solar cells 

and electron emitters.  
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Scope: 

Since James Watt, a Scottish inventor, improved efficiency of the steam 

engine, human civilization relies more and more on a steady supply of energy. 

Today we are at a transitional age. On the one hand, we see technology 

advances in the exploration and development of oil and gas, a depleting 

resource; we see growth in handling aging and decommissioning. On the 

other hand, we see ideas and plans for new energy infrastructure. This 

journal is about energy challenges and the underlying mechanics, involving 

multiple disciplines in science, technology, management and policy-making. 

Mechanics, fundamentally, is about force and the related behaviours, where 

force is about relationships, including those physical, human and social. For 

mechanics, the journal covers interactive boundaries with many other 

disciplines. For energy, topics include both fossil fuels and many different 

forms of renewable energy; also, issues related to energy economy, energy 

policy, efficiency, safety, environment and ecology will also be covered. 

 

 




